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Technology can be built for the developing world using existing infrastructure. Mobile
and web technologies have become sufficiently ubiquitous that they can serve as powerful
platforms even in low-resource settings where connectivity is intermittent or unreliable. This
growth has been rapid and driven by demand from both individuals and organizations. The
projects in this dissertation demonstrate ways that such existing technological infrastructure
can be harnessed to augment and enhance existing workflows. I present two tools that
can be deployed on this infrastructure, describe a model for matching requirements with
available technical expertise, and show that threat models in data collection projects in
the developing world are not fundamentally different from those in resource-rich settings.
Ultimately I conclude that settings in the developing world do not present a fundamentally
new class of problems. Focusing on similarities leads to recognizing the merits of existing
infrastructure, building tools that fit into existing workflows, and playing to strengths on the

ground.
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Chapter 1
INTRODUCTION

Technology can be built for the developing world using existing infrastructure. Many
projects aimed at low-resource settings focus on how a new piece of technology might create
a novel experience or replace an existing process. This dissertation shows instead that
powerful tools can be built for low-resource settings by identifying existing technological
infrastructure and designing tools that refine and augment what is already in place.

The projects described here are united by the fact that they are built for commod-
ity hardware, target existing infrastructure, and do not imagine drastically new scenarios
or workflows. Instead they aim to understand and enhance existing practices. My work
demonstrates that the requirements of low-resource settings do not represent a class of prob-
lems fundamentally different to those in the developed world. Indeed, the affordances of
low-resource settings—things like mobile phones, intermittent connectivity, and unreliable

power—are familiar to all users of technology, regardless of where we live.

1.1 Technology and Development

The internet has had a tremendous impact on global development. With the internet has
come other technology, notably mobile phones. This rise of the smartphone has brought
a ubiquitous computing platform to all corners of the globe. Internet access, however, has
proceeded more slowly. According to the World Bank, 80% of people in the developing world
have access to a mobile phone, while only 31% of those have internet access. The prevalence
of these technologies is not solely constrained to the wealthy. Of the poorest fifth of the

world’s population, 70% have access to a mobile phone [67].



There is no question that these technologies have impacted global development. The
study of these technologies and their relationship with global development is known as
Information and Communication Technologies for Development (ICTD). ICTD projects
include the development of technology as well as evaluating the impact of technology on

communities.

Within ICTD, my work has focused on mobile technology, the internet, and workflows
that use them. I do not try to answer the question of whether or not technology is a good
thing for global development. Rather I take the position that this technology is having an
effect whether we like it or not—better to try and have a positive impact on this trend than

to try and put the genie back in the bottle.

ICTD projects take myriad forms. Some projects are rooted in business [52] while others
are managed by governments [72]. Still others are maintained by non-profits (NGOs) |[74]
and academic researchers [45]. The fine red thread running through projects that can be

classified as ICTD is that they target low-resource settings, typically in the developing world.

This dissertation focuses on commodity hardware and existing infrastructure; what is
the alternative? Projects trying to increase connectivity might install dishes that provide
WiFi [46] or miniature cell towers operating outside the law on frequencies that go unused
in remote communities [47]. Others imagine new services that users can interact with in
novel ways [83]. My work focuses on existing infrastructure and workflows, exploring how
technology can augment what is already being done rather than creating brand new uses of

technology.

Numerous examples of ICTD projects fitting this description can be found in the following
chapters. However, I will briefly outline several projects here in order to orient those that
are not intimately familiar with ICTD. These are all projects that I have been involved
with. Shared traits include their emphasis on mobile tools, data collection, and workflows

surrounding the deployments of technology.



1.1.1  Chimpanzee Monitoring

The Jane Goodall Institute (JGI) operates a sophisticated data collection effort in Gombe
Stream National Park in Tanzania. This effort has been underway for decades, and has led to
a trove of scientific data on chimpanzees as well as the state of the forest. The JGI employs
locals to monitor the forest, where they identify and report signs of illegal logging, poaching,
and chimp movements.

In recent years they have transitioned from paper to mobile-based monitoring. Mobile
devices allow them to take pictures of a shell casing or a makeshift oven used to cook
bushmeat, even providing precise GPS coordinates. The data is uploaded to a server in the

evening, providing a highly up to date and detailed view of the forest.

1.1.2 Maternal Health on the Amazon

Some rural communities in the Peruvian Amazon cannot easily access the country’s public
health system. To help ameliorate this problem, an aid organization called the Vine Trust
maintains a boat that travels up the Amazon and provides medical assistance to remote
villages [84]. Every few weeks the boat moors alongside a village and villagers come aboard
to receive information on health initiatives and be seen by doctors.

Mamaés del Rio (MDR) is a project that coordinates with this initiative to monitor ma-
ternal health in these villages. They recruited community health agents in each community,
and these agents are responsible for reporting on things like pregnancies, births, and compli-
cations due to pregnancy. Many of these villages are several days by boat from the nearest
population centers. This remoteness might be expected to hamper monitoring efforts.

However, Peru has a progressive policy that requires new telecommunication companies
wishing to enter the country to support rural communities. As a result, despite being deep in
the jungle and days away from the nearest city, the majority of these villages enjoy at least
some level of connectivity. MDR leverages this by giving agents smartphones loaded with

digital forms. They train the agents to collect information on the events they are interested



in, collecting the data and communicating with the agents using the phones.

The critical component of this project is the focus on maternal health, not the focus on
mobile technology. However, the cellular infrastructure of Peru is such that it can comple-
ment efforts like these, even in areas where communication would have been difficult only

five years ago.

1.1.3 Cash Card Distribution

As one means of providing aid, the Red Cross distributes cash to victims of disasters. They
have found that it is a valuable alternative to goods-based relief because it supports the local
economy, removes middlemen, and empowers beneficiaries. Rather than telling someone they
need a blanket and a toothbrush, it allows them to decide for themselves what best addresses
their needs and then to buy it from a local seller.

As an evolution of this program, the International Federation of Red Cross and Red
Crescent Societies (IFRC) wanted to pilot the distribution of pre-paid cash cards instead of
hard cash. Beneficiaries receive what looks like a debit card. These cards have a set balance
associated with them and can be used like a debit card until the balance is depleted. The
IFRC has been an early adopter of mobile technology in relief efforts, incorporating them
into their first response efforts after disasters.

They wanted to accomplish card distribution using the following workflow. Volunteers
are given mobile phones loaded with a digital screening form. The volunteers take the phones
into the field, finding beneficiaries and entering their data into the form on the mobile phone.
They use the phone’s camera to scan a bar code on a beneficiary card associating that person
with a unique identifier. That evening, the data from the phones is uploaded to a central
server and associated with a cash card. The next day, beneficiaries arrive at a distribution
center with their bar codes. Volunteers, again using mobile phones, scan the bar codes to
retrieve the beneficiary’s information. Verifying that they are speaking to the right person,
they see the cash card number, which has been pulled from the server, and give the card to

the beneficiary.



If cost was not a concern, the IFRC could instead have deployed laptops with standalone
bar code scanners rather than mobile phone camers. Indeed, when they first integrated
technology into their workflows, they had a laptop equipped with bar code scanners. Mobile
phones gave them the opportunity to continue to reap the benefits of digital data collection—
immediate validation, minimal transcription, near real-time data, and rich types including

GPS and images—at a more sustainable cost than a laptop.

1.2 Terminology and Context

The different parts of this work focus on topics sufficiently distinct that introductory mate-
rial is presented at the beginning of each chapter rather than the beginning of the document.
Nevertheless, some concepts and terms are sufficiently ubiquitous that they are worth intro-
ducing here.

The first is the term “developing world”. When used in this document, it refers broadly
to scenarios and settings where best-case technological solutions are not possible. This can
include limited or reduced connectivity, limited power, and low end devices. However, it can
also include personnel issues, such as low technological literacy or low capacity for training
users. Many of the challenges faced by organizations under these settings could be solved by
a team of programmers or by purchasing expensive proprietary software services.

Functional synonyms for “developing world” include “resource-constrained settings”,
“emerging markets”, and “the global south”. All refer broadly to the same set of condi-
tions, and all are imperfect. The “developing world” implies a unidirectional evolution of
development where some are behind others. “Resource-constrained settings” is sufficiently
broad that it could include the time delay affecting astronauts on a space station, while the
term in this work refers to a mostly disparate set of resources. “Emerging markets”, mean-
while, implies an economic concern and could ignore relevant settings like refugee camps
that exist in established European markets. “The global south” is currently in vogue as a
supposedly inoffensive catch-all, but this is a spectacularly non-descriptive phrase that ig-

nores economically developed southerly countries like Australia and northern locations like



Albania and Belarus that could fall under the development umbrella [57, |14, 64]. This
document uses terms like “resource-constrained environments”, “low-resource settings”, and
“developing world”, as I believe them to be the least bad of the options.

In practice, technology for the developing world as it occurs in this document is most
frequently used by researchers and NGOs. These groups do not have the deep coffers of
businesses that allow more expensive solutions, and they typically have small teams that
include many who are not technologists.

When these organizations use technology, it is referred to as a deployment. A de-
ployment can refer to a single endeavor that makes use of technology, like an effort by the
organization to survey a series of households, or it can refer to how technology is used in
that effort. If a research goal is to survey households, for example, and in that effort they
use a mapping technology to locate houses, that application of the mapping technology can
also be referred to as a deployment. In this document the latter definition, focusing on field
application of a technology, is meant.

In a deployment, the deployment architect is the person in the organization that
decides what technology will be used, and how. This person might design the workflow, e.g.
mobile based with a server component, or they might design the database schema. In this
document the deployment architect is whoever has the authority to make decisions regarding
the technology.

An enumerator is a worker that uses the technology in the field. Enumerators are
frequently hired by an organization, given light training, and then sent to the field to use a
tool. In the field beneficiaries are those that provide data to enumerators.

These roles together comprise a use case in the field. For example, consider cash card
distribution by the Red Cross as described above. The Red Cross has decided that they
need to distribute prepaid cash cards as a form of disaster relief. They wish to devise a
system in which recipients of the cards—beneficiaries—are given a unique identifier that
allows them to collect a single cash card at a later date. The person who is tasked with

this responsibility decides that technology can help, so they appoint a member of their



organization—who becomes the deployment architect—to devise a system. They decide to
use a suite of Android tools. This usage of the tools is now referred to as a deployment.
Members of the local Red Cross are trained to use the tools and are on-site on to distribute

cards. These workers are the enumerators, and they provide cards to beneficiaries.
1.3 Outline

The rest of this document is structured as follows.

In Chapter [2| T describe ODK Tables. Tables is a framework for writing mobile ap-
plications using web tools. Mobile phones are a critical component of developing world
infrastructure, and yet writing mobile applications requires deep technical expertise. Web
developers are more common than mobile developers in the developing world. This real-
ity means that organizations cannot always employ local talent when creating mobile-based
tools. Additionally, the web typically requires an internet connection, meaning that orga-
nizations requiring offline functionality cannot readily leverage the web in the field. Tables
tries to bridge this gap by making mobile web technology work offline. It is a straight forward
marriage of web and mobile technologies, bringing the benefits of web technology offline and
increasing the utility of mobile devices.

Some scenarios in the developing world do not lean as heavily on mobile. Schools fre-
quently provide some desktop-based infrastructure, such as semi-reliable power and a WiFi
network. Offline Educational Resources (OERs) have emerged as a way to take advantage
of these devices to provide educational content even without a reliable internet connection,
hosting material like Khan Academy on custom pieces of hardware installed on the local net-
work [1]. Chapter [3| describes Siskin, a tool that provides an alternative way to host OERs
using only existing devices. Recognizing WiFi and the web browser as ubiquitous pieces
of infrastructure, Siskin makes it possible for schools to host OERs without any additional
pieces of hardware by building the capability into the browser.

Organizations using these tools operate in unconventional settings. It is well known to

the security community that user expectations can differ from those of the programmers



that designed the tools, creating disconnects between users and developers [2]. Chapter
surveys users of Open Data Kit (ODK) to explore the security models of organizations
using these technologies. We hypothesized that the deployment scenarios occuring in the
developing world would motivate a unique suite of security tools. In fact we found that many
of the problems are the same. Encryption is desirable but usability is a barrier to adoption.
Password hygiene is hard to enforce. Managing personnel is difficult. This chapter provides
insight into the nature of threat models in developing world deployments and supports the
idea that technical challenges in the developing world are not in a class of their own.

Technology itself is an incomplete solution. At its most effective, technology can provide
tools that fit into workflows, filling gaps in function. The real difficulty is not building the
tool but in figuring out what to build. Chapter |5 describes a framework for evaluating
organizational workflows that employ technology. The DUCES framework provides five
axes by which to judge the requirements of a particular deployment. These axes can be
used to uncover complexity hiding in workflows and provide a vocabulary for talking about
requirements. DUCES offers insight into how a workflow itself can be refined to create less
onerous requirements of technology. Rethinking a workflow allows organizations to operate
within their strengths, resisting the siren call to solve every problem with a new tool.

Finally, Chapter [0 provides concluding thoughts on technology in development settings
and for the field of ICTD.



Chapter 2

ODK TABLES: MAKING MOBILE PHONES MORE USEFUL
USING WEB TOOLS AND ON-DEVICE DATABASES

In this chapter I describe Open Data Kit (ODK) Tables. Mobile phones are crucial pieces
of infrastructure for many organizations in the developing world, and Tables makes them
more useful. Tables is a straight forward effort to marry the web with mobile technology.
Several aspects of the web make it a natural choice for developing world settings. Its dynamic
nature allows iteration to happen quickly, speeding up prototyping and development. Tables
provides a way for web pages to behave like mobile apps, working well offline while retaining
the usability of the web.

This chapter expands on brief descriptions of the tool that appeared at the ACM Sympo-
sium for Computing on Development (DEV ‘15) and the Workshop on Networked Systems
for Developing Regions (NSDR ‘11) [48, §].

2.1 Introduction

Although mobile phones are widely deployed in the developing world, their utility is ham-
pered by the fact that app development is challenging. Writing applications that work offline
and that can adapt to workflows on the ground is complex, typically requiring the expertise of
mobile developers. This is true despite the fact that many mobile applications do essentially
the same thing—present data to the user. This is not at its face a difficult problem. If the
user can create data, the situation is slightly more complicated. The user interface (UI) must
be altered to accommodate the addition of data, and network calls must be made to update

the data on the server. If updates to data are also allowed, the situation is again made more
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complex due to interaction with a server. If the app must support disconnected operation,
things become yet more complicated. A synchronization policy must be developed, and the
backend must move from a simple data source to a component with logic. This in turn has
implications for the data layer, which must store synchronization state, as well for the UlI,
which must communicate this state to the user.

Designers creating mobile applications repeatedly need to write boilerplate code to solve
this same set of problems, even though it is not related to the value contribution of the
app. It is a collection of such problems that they simply must solve before creating a rich,
fully-featured, data-centric mobile application.

A number of tools have been created to try and provide boilerplate that solves these
problems. However, the vast majority of these frameworks are aimed squarely at developers
for native applications that must be used at compile-time during a conventional development
cycle. There is a need for web developers and technically skilled users without the expertise
of full developers to be able to create mobile applications for low-resource settings.

Projects like ODK Collect have enabled organizations to create data collection tools
for Android phones without requiring developers [45, 66]. These tools have seen enormous
success in maximizing human and technical capabilities in resource-constrained environments
by lowering the barriers for creating mobile data collection tools [9} 41]. By simplifying the
programming model to one that can be approached by users that are not developers, a larger
set of users was able to take advantage of mobile-based data entry. However, one of the
limitations of tools like Collect is that while data entry is simplified, interacting with that
data on the mobile device is complicated |9, |41]. Creating workflows based on data that
afford users the opportunity to view and synthesize information is functionality that users
request but that the system was not built to support. Technically inclined users are able to
collect and analyze data, but ways to richly consume and interact with that data are limited.

We present ODK Tables, an application-building framework that is a new component of
the ODK suite and facilitates the creation of data-centric mobile apps by users without a

strong development background. The framework has evolved from a previous description of
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a distributed spreadsheet shared across devices to an application building framework that
facilitates mobile data management |48 §].

Tables provides a set of abstractions and primitives that solves a set of common prob-
lems for application designers. The framework manages persistence, synchronization, and
data management. Designers need only to create the Ul and to declaratively define the data
layer using comma-separated value (CSV) files that specify column name and type. The
framework handles interactions with the persistence and network layers. The development
environment becomes a browser, rather than a heavyweight development environment, sim-
plifying configuration and the development cycle by requiring minimal configuration and
eliminating compile cycles.

Application logic and the Ul are written entirely using HTML and JavaScript (JS).
Sensible defaults and templates are provided for common use cases, while apps remain as
highly configurable as a standard web page. Using web tools to create mobile applications is
similar to the approach taken by so-called “write once, deploy anywhere” frameworks that
rely on the web, as well as by similar tools that do not employ the web due to performance
and usability concerns. A contribution of this work is to examine the tradeoffs made when
using web tools to create this class of portable applications.

The Tables framework significantly lowers the entry point to mobile app creation, mak-
ing it possible for an audience wider than skilled developers or teams. In the following
sections we discuss other attempts to solve these problems and why they are inappropriate
for application designers with limited technical resources and know-how. We then discuss
the primitives provided by Tables, followed by the architecture supporting them. We con-
clude by describing in more detail a number of use cases that motivated these decisions and

evaluate the performance of the platform.
2.2 Related Work

Developing mobile applications is challenging. Requirements surrounding unreliable data

connections and disconnected operation are made more stringent by the data-centric nature
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of many mobile applications that require interacting with data on a device and transferring
this data to and from a server. Architectural considerations must include both consistent
and efficient data storage, frugal use of the network, and the impact these decisions can have
on the user experience.

Applications solve these same problems repeatedly. Several frameworks have recognized
this fact and tried to simplify mobile app development by providing boilerplate that aims to
solve some of these problems. However, existing tools attempt to make app creation simpler
for highly-trained application designers. They are aimed at developers or institutions with
the luxury of having the resources to employ teams to meet their requirements.

Yahoo’s Mobius creates an abstraction of a table that spans the cloud and devices, al-
lowing asynchronous writes and continuous queries. While useful in certain contexts, this
paradigm assumes sporadic connectivity rather than extended periods of disconnected oper-
ation |20]. It was designed to be used by Yahoo’s own developers in its mobile applications.
Features such as continuous queries are useful in sophisticated contexts, but are not re-
quired for apps that need only to interact with and display information from a database,
complemented by sporadic edits.

Izzy has been presented as a framework for building data-centric mobile applications [43].
It strives to support the creation of data-intensive applications like Dropbox and iCloud [30,
51]. Developers are presented with a compile-time API that provides abstractions surround-
ing data synchronization of data tables and of files. Izzy does not change the development
process, but it does provide some libraries for conventional mobile development.

Twitter has developed Fabric, a suite of SDKs that intends to simplify mobile develop-
ment [82]. Similar to the motivations for this work, they state that Fabric is intended to
solve the problems that many developers face repeatedly. However, the abilities provided
by Fabric focus on increasing the number of downloads, acquiring users, embedding Tweets,
monitoring crashes, and simplifying mobile payment. While valuable for certain use cases,
they do not target the basic functionality required of simple, data-centric applications we

encounter in our work with public health NGOs operating in resource-constrained regions.



13

PhoneGap focuses on allowing a single codebase run on all mobile platforms [68]. Phone-
Gap applications are written in HTML/JS and run on a number of mobile platforms. This
approach is similar to the approach taken by Tables; however, application designers writ-
ing PhoneGap applications still require significant technical skills. PhoneGap applications
operate with a number of plugins, requiring that developers understand the ecosystem well
enough to choose those that support local storage and the capability to synchronize data
with whatever backend they have in place.

Other approaches have tried to push complicated application and persistence logic down
to native code so that it can be written once but run on multiple mobile platforms with
the help of a system-specific shim layer. Djinni was developed by Dropbox to allow a single
internal team of developers to write code for all their mobile platforms [28]. The vast
majority of application logic, including synchronization and interactions with the network,
is written on a per-project basis using native C. Djinni is used to generate interfaces between
the C layer and platform-specific native code (e.g. Java on Android, Objective-C on iOS).
This approach lowers the amount of platform-specific code that must be written, but again

requires the skills to write code in a specific language for each platform, as well as in native

C.
2.3 ODK Tables

ODK Tables is an app-building framework that aims to simplify the process of mobile ap-
plication development. It is not aimed at experienced Android developers, but instead at
enabling mobile app creation by technical users that do not have a software development
background. Users are expected to have some familiarity with ubiquitous tools like Microsoft
Office and ideally have minimal experience making a web page. An assumption motivating
this work is that individuals in resource-constrained environments are more likely to be famil-
iar with web programming than with Android, and that this in turn will allow organizations
to more easily support projects using local capacity. Previous ODK projects support the idea

that targeting technically-inclined non-developers can be a powerful approach to empower
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users in resource-constrained environments [45, (9, |41].

Tables provides a set of abstractions and primitives that simplify the creation of data-
centric apps. It identifies the most basic mobile applications as those that view and update
data in a database. At its core, Tables is a framework for viewing and updating a database
using HTML and JavaScript (JS). It is aimed at addressing common mobile app use cases,
including those that are encountered by app designers without extensive technical exper-
tise. It assumes all data tables undergo synchronization and thus synchronizes all tables
with a server. The framework focuses on providing data-accessor abstractions rather than

synchronization abstractions.

These decisions represent a tradeoff for usability at the cost of versatility. Tables supports
a smaller set of use cases than do the frameworks discussed in the previous section. It
does not focus on acquiring users, interfacing with native code, or providing a rich API
to guide synchronization of files and data. Unlike Izzy, it does not attempt to support
use cases like those required by Dropbox or iCloud apps, which require synchronization of
arbitrary directories [43]. Rather it treats the primary unit of synchronization as a row in
a database, and allows simple pulling and pushing of binary files. While this means Tables
is not appropriate for certain types of applications, these abstractions are sufficient for a
wide range of mobile applications. For example, consider an email application. Messages
are represented as rows in a database. Users can view, delete, and create messages. Media

attachments may be attached that are moved between the client and server.

By targeting only a subset of use cases, it is possible to greatly reduce the amount of code
that must be written to create a robust mobile application. As a result, the number of changes
required to customize Tables apps is much more contained than in more comprehensive
frameworks. Further, the use of web tools as the basis for the Ul layer encapsulates the
presentation and logic from the implementation details. An app designer needs only to

define their schema and they can immediately begin creating an application.
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2.4 Abstractions

Tables provides abstractions around a number of recurring problems in application develop-
ment. This section details these problems and discusses each of the abstractions Tables uses
to solve them:

Simplified Programming Model

The Row as the Primitive

Simplified Database Management

Disconnected Operation

Synchronization

User Authentication

Data Permissions

Asynchronous /0

B A o B e

Efficient Network Usage

—_
e

Faster Development

2.4.1 Simplified Programming Model

The core aim of the Tables framework is to present application designers with a simplified
programming model. Developers building applications using native Android must be familiar
with the Android programming model as well as dozens to hundreds of specific APIs. The
Android lifecycle, for instance, consists of a number of callback methods invoked by the
system at various times and in response to different events, such as screen rotation. Pages of
documentation describe the limitations and intentions of each method, and violating these
guidelines results in runtime errors. Tables lowers this burden of knowledge by allowing
applications to be created using web tools and a lightweight JavaScript API. Interactions
with these tools can further be simplified by an application designer dashboard that can be
used to template and scaffold apps for a number of basic use cases.

A local web server runs on the device, allowing application designers to interact with
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Tables App ODK Tables + B

data.getData(0, 'name’)
data.getData(0, 'city’)
data.getData(0, 'owner')

e
Uptown )
Ul (HTML and JavaScript)

.
/
\ data.getData(1, 'name')
Data Westwood S
(facilities) ) data.getData(l, 'city')
[{name: "Uptown", city: "Seattle”, owner: "Sam"}, COI"ItI'Ol data'getData(l' Iownerl)
{name: "Westwood", city: "LA", owner: "Joe"}]
/ control.query(/facilities')
Database
Jaciifes control.synchronize
| mame | city ‘owmr. (,//A)\’-—‘\
| Uptown 'Seame‘ Sam | Aggregate Server &

Figure 2.1: Programming model of Tables and an example screen. This architecture is all
that an app designer needs to understand to build robust mobile applications. The UI com-
municates with the persistence layer via control and data objects. control.query(‘facilities’)
returns an object that represents a database table as a list of maps. The example screen
shows how two rows may be rendered using one of the provided templates, which calls

data.getData() with the appropriate row number and column heading.

a page in much the same way they would a server. Apps consist of HIML and JS files
that are rendered by the framework. Two global objects are injected into the JavaScript
environment that provide context, interact with the database layer, and control the flow of

the app (Figure . [lustrative subsets of these APIs are shown in Table .

Applications built this way are simpler to modify than native apps and do not need
to be recompiled, opening app creation to a wider set of users. Technically inclined non-
developers are able to construct apps using the app designer dashboard. Those familiar with

the principles of web design can create apps as they would basic websites.
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control

boolean addRow(tableld, dictOfValues)

boolean updateRow(tableld, dictOfValues, rowld)
data query(tableld], queryClause, queryArgs])
void launchHTML(path)

boolean synchronize()

data

String getData(rowNumber, columnName)
int size()

String getTableld()

JSONODbject getColumns()

Table 2.1: Selected APIs for the control and data objects available to the JavaScript en-
vironment. control is always available. data is returned by a call to control.query(). data

represents rows in a database table, represented as a list of maps.

2.4.2 The Row as the Primitive

The fundamental primitive in a Tables app is the database row. An app includes a set of
data tables. Querying these data tables returns a list of maps, where each map represents a
row in the table.

Updates to the database are also made at the row level. Inserts result in the creation of
a new row, edits of a single field flag the row as dirty. Synchronization is conceptualized as
the process of updating the set of rows on the server and client to be identical. Similarly,
permissions are granted to users at the row level rather than by granting different users the

ability to only interact with a subset of columns in a row.

Apps are structured around interactions with these rows. Each data table canonically
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includes two files providing two views—a list, providing an overview of multiple rows in the
table, and a detail view, providing a detailed view of a single record. These files are defined
using HTML and JS, allowing navigation between views to occur via links. If an application
consists of data tables defining facilities and patients, for example, the detail view of a facility

might contain a link to a list of patients at the facility, facilitating joins between data tables.

2.4.8 Simplified Database Management

Apps that support disconnected operation must persist data using local storage. This is
often accomplished with a database, such as the SQLite implementation that ships with
native Android, but can also be accomplished using flat files. Boilerplate code providing
data accessor abstractions onto these persistence layers is required of all mobile applications.

In Tables apps, the database initialization process is streamlined. Application designers
declaratively specify their column identifiers and column types using CSV files. Schema
creation occurs during app initialization. No explicit database definition is required, lowering
the burden on the application designer.

JS objects are injected into the environment by the Android component of the app. One
of these objects provides access to the database. Queries can be performed using a simplified
syntax for basic cases and also support the full power of SQL. Filters can also be realized
directly in JavaScript, making knowledge of SQL required only when operations on large
datasets require improved performance.

Table summarizes the approach Tables takes to database management and compares
it with the approach required of a canonical native Android app. App designers using Tables
need to be familiar with only two APIs and the declarative identifier /type schema definition

syntax to have access to a full-featured database with accessor abstractions.

2.4.4 Disconnected Operation

Robust mobile apps are expected to function while not connected to the Internet. Discon-

nected operation is especially important in resource-constrained environments where fast,
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ODK Tables

NativeAndroid

Schema Definition

Data Accessors

Excel or CSV file, config-

ured automatically
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Saved as native SQL strings
in Java code, executed in a
callback in the Java envi-
ronment

Coded by hand
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value

Joins SQL exposed or in memory SQL exposed or in memory

Languages JavaScript, HTML Java, SQL, XML

APIS control, data SQLiteDatabaseHelper,
SQLiteDatabase,  Cursor,
ContentValues,  Content-
Provider, UriMatcher,
ContentResolver

Table 2.2: Comparison of database management approaches required by Tables and native

Android.

reliable connections are uncommon or unavailable at an affordable cost.

Tables apps function completely offline. The presentation layer uses HTML and JavaScript
files stored on the device, serving and rendering them to create the user interface. Dynamic
data is stored in a local database. All CRUD operations are supported while disconnected.
Creates, updates, and deletes modify the database and are resolved using a synchronization
protocol during periods of connectivity.

The synchronization protocol does not make assumptions about the periodicity of con-
nectivity, so Tables apps can function for days without synchronizing. Data can be imported
and exported using CSV files for use cases where connecting the device itself to a network is

not possible and files are able to be physically transported.
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2.4.5 Synchronization

Allowing create, update, and delete operations while disconnected is necessary to permit full
disconnected operation. However, it necessitates a synchronization protocol. The Tables
framework provides a robust synchronization protocol so that app designers do not have to
implement this functionality. At a high level, the Tables synchronization protocol has been
outlined elsewhere [§]. However, additional refinements have been made. These are outlined
in the architecture section. The essential abstraction surrounding synchronization within the
Tables framework is that the protocol operates at the level of the database row. Individual
rows are synchronized with the server, which aligns with the Tables data model of a row as

the data primitive.

The default server provided for immediate deployment is an instance of ODK Aggre-
gate [45]. Aggregate can be deployed on MySQL, PostgreSQL, or the Google App Engine
Datastore, and can be installed with a one click installer. However, the Tables framework
is decoupled from Aggregate and can be deployed with any server that implements the syn-

chronization protocol.

This model carries implications for the app designer. Synchronization can be triggered
with a call to the injected control object, allowing designers to customize the synchronization
experience presented to the user. The app can also be configured to sync by default during
times of connectivity, further reducing the burden on the designer. Conflicts can be presented
to the user via a default Ul provided by Tables, at which point they are resolved by the user,
within the JavaScript layer. Table[2.3|outlines the concepts surrounding synchronization and
compares how an app designer must address them while implementing an app using Tables
versus native Android. Here again Tables gives up some versatility, such as the ability
to synchronize only certain tables, in the name of usability. App designers need only to
make a single call to control.synchronize() to synchronize app data with a server, requiring

significantly less knowledge and configuration than native Android.
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Concept ODK Tables NativeAndroid

Determine Connectivity Handled by framework Get the network status, reg-
ister a receiver for network
changed events

Trigger Sync Invoked via JavaScript or Invoke the sync logic at the

automatically by framework appropriate time based on

connectivity
Protocol Handled by framework Devised by developer
Server ODK Aggregate by default, Implemented by developer

deployable on  MySQL, or configured to speak to

PostreSQL, and Google a known server, as well as

Datastore speak the protocol
APIS control ConnectivityManager,
BroadcastReceiver, Syn-

cAdapter, NetworklInfo,
HTTP clients

Table 2.3: Comparison of synchronization approaches required by Tables and native Android.

2.4.6 User Authentication

Many applications employ a user-based model that require users to authenticate before ac-
cessing resources. Applications such as Facebook and Dropbox implement their own account
types and authentication machinery. However, properly storing this information is compli-
cated, and the burden is high on developers to maintain adequate levels of security [32]. Iden-
tity as a service has emerged as a solution to this problem [7]. Rather than re-implementing
best practice protocols like OAuth2, developers can rely on identity and authentication APIs

that interact with machinery implemented by companies such as Google and Facebook. The
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onus of maintaining adequate security is on these identity providers, who are better equipped
to handle the problem.

However, interfacing with these APIs remains a challenge. As many as 59.7% of the most
popular OAuth-capable apps on Google Play have incorrectly implemented the protocol
and are vulnerable to attacks [15]. This is in part because of high demands on developers.
Both the client and server must be equipped to interact with the protocols, which requires
knowledge of libraries in client and server languages. Identity tokens must not be exposed in
URLs, which are not encrypted by SSL. HTTPS must be used during communication, yet
obtaining SSL certificates can be expensive and a significant barrier to developers, especially
in resource-constrained environments.

The Tables framework solves these problems by interacting with the Google identity
APIs. The decision to use Google was made due to the fact that Tables is an Android-based
framework and most users will likely already have Google accounts, but the tool could be
extended to employ additional identity providers. By default ODK Aggregate is deployed
to Google App Engine, which provides a free SSL certificate. App designers need only use
the Google dashboard to associate Google Apps accounts with their application in order to

ensure that all communication is secure and authenticated.

2.4.7 Data Permissions

In many cases users need access only to a subset of data on the server. For example, a doctor
should only have access to the records of patients under their care, not all the patients on
record at the clinic. Tables handles this using a row-based permissions system on the server.
Users are associated with rows on the ODK Aggregate dashboard. Data is filtered during
synchronization. When a device syncs, only the rows that user is permitted to see are pulled
to the device.

In some applications, all users see all data. For example, a simple weather application
might present all data to all users. In other cases data is more sensitive and should be isolated

between users. In the doctor example above, for instance, two doctors sharing a device might
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receive different datasets from the server during synchronization. Both datasets are now
present on the device and should be filtered during user interactions. The Tables framework
does not apply a default option to filter data at the application layer. However, data can
be filtered both by the database layer and in memory, affording application designers the

ability to add this functionality with a small piece of application logic.

2.4.8 Asynchronous 1/0

Mobile best practice dictates that data should be loaded asynchronously. This allows the Ul
to remain responsive while potentially long operations complete on a separate thread. Asyn-
chronous loading is especially important on mobile devices, where computational resources
are more modest than on desktop applications.

Asynchronous loading is a ubiquitous paradigm in web development, where all 1/0 is
assumed to be happening over the network and could take arbitrary amounts of time. Asyn-
chronous calls are a natural construct in JavaScript, as functions can be passed as first-class
objects. Rather than implementing a system of callbacks, coupling pieces of code together,
functions can be passed to AJAX requests and be implemented with no additional overhead
on the part of the developer.

The Android framework provides developers with some classes that facilitate asynchronous
loading, but these classes introduce complexity and require a significant amount of boiler-
plate simply to gain access to data. Naively, this might include wrapping a thread with an
AsyncTask, associating the thread with the Ul element in a way that is tolerant of device
rotation, and updating the UI on load completion. A slightly less naive approach could
include passing a Cursor to a number of Ul elements Android provides, but this requires
knowledge of APIs like Cursor and ContentProvider, and it couples the Ul to the data layer.
The Android best practice employs Loaders, which are capable of decoupling the data layer
and Ul layer, but are nontrivial to implement correctly, and require knowledge of an even
more complex API system including Loader, AsyncTaskLoader, and the LoaderManager.

Tables leverages the asynchronous-first philosophy of JavaScript and AJAX to avoid this
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complexity. By placing the UI and application logic in JavaScript, the Tables framework
allows developers to more readily load data asynchronously. Apps written using JavaScript
are able to more easily follow the mandate that 1/O should happen without freezing the
UI. Synchronous loads are still available to the developer, if required, or if performance

implications are negligible.

2.4.9 Efficient Network Usage

Disconnected operation is an integral feature of mobile apps. While connected, however,
they are faced with the additional expectation that they are efficient with regards to data
usage. Mobile devices are frequently moving between networks and do not enjoy the stable,
strong connections common to desktop devices. These mobile networks are often expensive
and impose quota limits.

Tables data synchronization improves on this model. Dynamic data is synchronized at
the granularity of a row, ensuring only the delta between data is synchronized. Conventional
Android applications are capable of replicating this behavior with custom synchronization
protocols, but as discussed above, this is a significant burden on the implementer.

System and software updates impose a heavy burden on networks in resource-constrained
environments [88]. Standard Android applications are distributed as compressed files. Ap-
plication updates occur as a new compressed binary file that is downloaded and installed to
the device. Delta changes are not computed. Consequently even an update to a text file
correcting a spelling mistake can result in a large binary file being downloaded to the device.
The Tables app model permits more efficient file-level synchronization. Only files that have
changed are pushed from the server to the device. Applications can thus be updated at a

much lower network cost than using the default distribution mechanism.

2.4.10 Faster Development

[teration is a standard process in application development. It is especially important in

designing user interfaces, where application design often progresses incrementally toward
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a target mockup or to meet the specifications of another party. Iterations during Tables
development proceed much faster than is possible with native Android development due to
the fact that Tables employs runtime rather than compiled languages.

Native Android user interfaces may be defined in Java, in XML, or in a combination of the
two. Previews can be generated by Android developer tools on those views that are defined
solely in XML. However, a Ul that depends on runtime, including dynamically composed or
modified elements and content, cannot be previewed. Iterations in Tables are substantially
faster due to its use of runtime web files to define the user interface and logic. The HTML
and CSS defining the Ul can be modified while the application itself is running, allowing
immediate feedback and updates. This drastically lowers the time between iterations. Iter-
ating using native Android requires making a change, compiling, and deploying to a device

or emulator.
2.5 Architecture

A Tables app has two components. The first is the framework itself, which exists as a
single binary Android installation. This needs to be installed, but never modified, by an
app designer. The second component is a collection of files that define the Tables app. This
includes HTML and JavaScript files defining the UI, media attachments, and configuration
files. These files are isolated from each other, allowing a single Tables install to serve a

number of different apps on a single device.

2.5.1 Framework APK

The Tables framework is an Android app installed as an Android application package, or
APK. This is the native component of the application that serves as the interface between
the user application and the device itself. The APK handles all interactions with the An-
droid and Java frameworks. Such interactions include reading files from disk, calling the
operating system to launch intents to start other apps, and managing a SQLite database.

Most importantly, the APK also runs a lightweight web server capable of serving files from



26

within the app’s directory space.

2.5.2 U Layer

The UI layer of a Tables app is written in HTML and JavaScript. Each screen in a Tables
app is merely a customized web page rendered by the Tables APK. HTML files are presented
in an Android WebView, which renders HTML and executes JavaScript. All standard web
functionality is supported in this WebView. Navigation can occur between additional web
pages stored locally on the device, and standard JavaScript libraries and templates can be
used. These files are served by the Tables APK, which runs a lightweight web server. It is
possible to create Tables apps that depend on files available only via the network. However,
apps that intend to support disconnected operation must be designed accordingly and not

rely on network availability.

2.5.83 Interface between Native and Web

Communication between the native and web components of a Tables app proceeds in two
ways. The first is simply via the web server, which runs as Android code at localhost and
vends files to the WebView that is rendering the Ul. More powerful interactions are made
possible by the second method, which involves injecting objects into the JavaScript context
running in the Android WebView. These injected objects are bound to global identifiers in
the JavaScript environment.

There are two classes of such objects. The first, control, allows callers to perform actions
that are not associated with a particular data set. This includes querying the database,
retrieving information about the context under which the application is running, and adding
or editing rows in the database. control is always present on any page that is rendered using
Tables.

The second class of object, data, is an interface for interacting with a set of rows in a
data table. data objects are created by calls to the control.query() family of methods (shown
in Table , and app designers are able to access multiple data instances in a single page.
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A row is represented as a map. The key set of the map is the set of columns in the database,
while the values are the contents of that particular column. A data object can thus be
thought of as a means of interacting with a data table.

Marshaling between the Java and JavaScript layers is performed by the Android platform
itself. The complete behavior of this process is not specified as part of any public API that
is known to the authors. However, experiments suggest that only JavaScript primitives and
String objects are passed between the Java and JavaScript layers. This limitation means
that, for example, a JavaScript Object Notation (JSON) object can only be passed from
Java to JavaScript as a String, requiring the content to be parsed before being used as a

JSON object.

2.5.4  Synchronization

Synchronization of a Tables app occurs at a file level and a data level. The file level in-
cludes the web files that define the UI and a set of configuration files defining the database
schema. Configuration files include database definitions in the form of CSV files, as well as
file manifests guiding app initialization. For example, a manifest might include the path of
a file that contains data with which to prepopulate the local database. These files can be
created by hand or with the application designer dashboard. Web files include the HTML
and JavaScript files that are rendered to create the Ul of a Tables app. The local directory
structure is mirrored on the server, which represents the ground truth of the app installation.
Changes to files on the server are pulled to the phone during synchronization, allowing appli-
cation updates without requiring a binary install. App synchronization begins by retrieving
a file manifest from the server. This manifest includes file name, the hash of the file, and a
download URL. This manifest is compared with the state on the phone. Files not present
or with hashes differing from the server files are downloaded. Files not present on the server
but present locally that are not media attachments to data table rows are deleted.

Data synchronization occurs at a row level. The protocol has been previously described

but is summarized here [§]. Only ground truth rows are allowed on the server. Synchroniza-
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tion state (i.e. clean or dirty) for a given row is stored in the client database along with a
row content entity tag (etag). Client-side creates are immediately accepted on the server.
Rows that have been edited by the client are compared to the current ground truth on the
server. If the content etags match, indicating that the row has not been changed on the
server, edits are pushed to the server. If the content etags differ, meaning that the client
and server rows have diverged, the row enters a conflict state and the client-side data is not
pushed to the server. Conflicts must be resolved locally, either by manual intervention on
the part of the user or through an automated resolution strategy specified in JavaScript and
included in the configuration files.

A strength of this synchronization policy is that it supports incremental progress on both
challenged and robust networks. On a robust network, a 30-column, one hundred row table
without media attachments takes approximately three seconds to download from a server
and five seconds to upload. When each row contains a 1.2MB JPG file, the 100 rows and

the media files take approximately 2.5 minutes to download and 4.5 minutes to upload.

2.6 Use Cases

The functionality provided by Tables allows mobile applications to be designed for organiza-
tions that normally do not have sufficient resources to design a robust mobile app themselves.
This section details three use cases of Tables, each of which highlights different functionality,
and discusses how the framework facilitated their creation. Several of these deployments are
also discussed in Chapter [5] The treatment here focuses on implementation details on top of
the Tables framework, while the later discussion centers on the workflows into which these

tools are integrated.

2.6.1 Hope Study

The Hope Study is a longitudinal study tracking HIV-discordant couples in Kenya. It in-
cludes a Tables app component that has been running continuously for over 15 months [78,

77]. Study participants are administered a survey at various time points over the course of
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a year. The surveys are completed on a smartphone. Enumerators come to the study center
in the morning, retrieve the list of participants they need to visit that day, and travel to the
field to find the patients. The participants live in makeshift housing in areas that do not
have connectivity, so interactions with the app must not depend on a data connection. Once
encountering a participant, the enumerators complete a survey for the participant.

A Tables app was created to simplify this workflow. When opening the app, enumerators
are presented with three options: they can screen a new participant, follow up with an
existing participant, or submit the data to the ODK Aggregate server providing the datastore
for the deployment (Figure . If enumerators elect to follow up with a patient, they see the
list of patients for which they are responsible (Figure . They identify patients by study
code. Searching for these codes is facilitated by a search box, which has been implemented in
JavaScript. Selecting a patient launches a detail view that displays the subset of information
in the database that was deemed pertinent by the designers. This includes anonymizing
patient identifiers and whether they are in the control or intervention arm. Enumerators are
also presented with buttons that correspond to the available forms pertinent to this patient.
Selecting a button will launch ODK Collect (one of the surveying tools available in the ODK

tool suite) to fill out the particular survey instrument.

The basic functionality of the app is to guide user interaction, view a database, and
associate forms with users. All of this would be possible using a native Android app, but
Tables simplified the process. The database schema is instantiated from the survey forms,
at which point the framework handles all data management. The pairing of forms with
users and the creation of the UI employs a total of six HTML/JS files—one HTML and
one JS file for each the home screen, list, and detail views, none longer than 132 lines. An
Android app accomplishing the same goals would require at least a Fragment or Activity
for each screen, a ListAdapter, a SQL definition of the database, network interactions to
push data, and knowledge of intent launching to call the data entry software. While direct
comparisons are difficult, the Hope Study app was written entirely by an undergraduate

student with exposure to JavaScript only through an introductory web programming class.
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Figure 2.2: Home screen and patient list view for the Hope Study app. These views are

defined using HTML and JavaScript.

Changes to the Ul suggested by the team were able to be prototyped in real time, given the
runtime nature of the HTML layer, which can be updated dynamically. The app has been

in successful use for over three years in western Kenya.
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2.6.2 Disconnected Branch Assignment

A second study is currently being piloted using the Tables framework. The study goals are
similar to those of the Hope Study in that participants need to be tracked over a period
of a year. This study is focused on locating patients that are not compliant with their
antiretroviral medication regimen. The protocol entails a thorough tracking and follow-up
process on the part of the enumerators. The study organizers expect this process to require
several days in the field without connectivity. Within these bounds, the study benefits from
a Tables app for the same reasons as the Hope Study, in that it natively supports extended
disconnected operation.

The study differs from the Hope Study in that it has multiple arms beyond simply an
intervention and control. Further, participants advance from one randomly assigned arm
to another as they progress through the study. For example, after a patient exits arm A,
they may be assigned to arm B or C. The protocol specifies that this randomization must
occur in the field at the time that the enumerator has located the patient, and a flow-chart
style logic is followed to select the correct form based on randomization arm and patient
information. This is a simple task using the Tables framework. The enumerator selects
a randomization button, and the randomization is performed in JavaScript according to
the study protocol constraints. This variety of lightweight customization is made trivial by
the Tables framework, which can be modified to include a randomization feature while not

requiring a development environment beyond a browser.

2.6.3 Unconventional Ul

The two previous studies demonstrate how Tables can be used to develop list and detail
views onto database tables with minimal configuration. However, the abstractions provided
by the framework are sufficiently powerful to support drastically different models using the
same paradigm. Another study is being piloted that uses a Tables app as an alternative to

form-based data entry. In this scenario, park rangers follow troupes of chimpanzees through
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the jungle with a clipboard and a paper form.

The paper form is organized into a grid format with names of chimpanzees and boxes
indicating presence or absence, proximity to the group leader, and estrus state (Figure .
A new form is completed every 15 minutes, and at the end of the day the information is
transcribed and added to a database. Using paper, there is no way to enforce internal con-
sistency or quality of the data. However, the structure of the form as a grid prevents it from
being converted to any of the offline digital data entry tools employed by the organization.
Maintaining the format is of high importance to the organizers, as it has been used for a

number of years and the rangers are comfortable the form.

Conceptualizing the workflow as a series of web pages allows the form to be converted
to a Tables app. The grid is created using an HTML table. Each table row is represented
by a row in the database associating the current time point and the chimp ID. Edits to
the data update the corresponding row in the database via a call to control.updateRow().
Internal logic is implemented once and applied to each row. Additional value is added by
pre-populating information from the previous time point, lowering the burden on the ranger

by reducing the duplicate effort of re-entering data every 15 minutes.

An example of the paper form is shown in Figure 2.3l While more complicated than the
previous examples, this app is also able to written with a much smaller codebase than would
be required using native Android. The database is again defined declaratively using CSV
files. The page consists of a single page of HTML and roughly 1200 lines of JavaScript. While
this approach requires some basic programming knowledge, to do the same using Android
would require extensive knowledge of the Android persistence APIs, familiarity with the
Android GridLayout, and knowledge of the Android activity lifecycle and APIs. A Tables-
based approach creates a more encapsulated and manageable app, where changes are more

contained.
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Figure 2.3: Creating data-centric apps with unconventional UT is simplified by Tables and
the use of web tools. A grid-based paper form is replaced with a Tables app that simplifies

data entry.

2.7 DMetrics

In this section, we compare the performance of Tables with that of native Android. This
data is not intended to provide an exhaustive comparison of web browser and Android
performance, nor to benchmark Android versions and devices. Instead this analysis makes
a pragmatic comparison of Android-based apps and HTML/JS-based apps. Tradeoffs are

made when selecting frameworks, and this section evaluates the performance implications of
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those tradeoffs. In other words, if a developer chooses to design a mobile application using
web tools, what rough performance can they expect compared to a native app?

An app written using the Tables framework adopts a very different architecture than a
standard Android app. All rendering is performed in the browser, objects must be injected
into the environment, and data values must be marshaled between the Android and web
layers. These extra steps create opportunities to incur performance penalties when compared
to native Android applications. These performance penalties have been cited as a motivating
factor of using native C code over a web-based approach for Djinni, for example [31].

However, there are reasons for optimism when considering the extent of these penalties.
First, the browser has been the focus of extensive optimization efforts, particularly in the
execution of JavaScript. Since Android 4.4, the WebView object responsible for rendering
HTML/JS is backed by the same Chromium project supporting Google Chrome, ensuring
that it benefits from these optimizations. Second, the WebView relies on native C code,
which can perform differently than pure Java-based Android code. The following sections
evaluate the penalty paid by apps regarding the injection of objects, the marshaling of data
into the web layer, and of CPU usage during these operations. The first two experiments
were run on a Samsung Galaxy S5, while the CPU usage experiment was run on a Nexus 7

tablet. Both devices were running Android 4.4.2.

2.7.1 Java to JavaScript Injection

Access to the persistence layer is provided to Tables apps by injecting Java objects into a
WebView. These object are made available globally to JavaScript executing in that environ-
ment. Queries returning references to objects containing 10, 100, 1 thousand (1k), and 10
thousand (10k) 30-column rows were performed 250 times. The duration of a synchronous
call to query the database, bring the result set into memory as a list of maps, and return
an object with references to the results was measured in Android code and JavaScript. The
steps were identical, except that the JavaScript calls were initiated from JavaScript and in-

jected back into the environment, while the Android calls were initiated from an Activity.



The distribution of duration results of 250 queries are shown in Figure [2.4]
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Figure 2.4: Distribution of time to acquire a reference to data objects in JavaScript (JS) and

native Android over 250 calls. Outliers have been removed.

These queries prepare the data in memory but do not return the data itself. Rather the

call returns an object that contains a list of maps representing data, which is the implemen-

tation provided by the Tables API.

Call duration between Java and JavaScript is comparable for queries of all four sizes.

The Java code is slightly faster for the 10, 100, and 1k row queries, but slower for the 10k
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row queries. The JavaScript code requires the same steps as the Java code but with the
added work of injecting the reference into the JavaScript environment. Based purely on
the number of operations, it is surprising that fewer operations take longer to complete and
that the JavaScript performs better than Java code. Further, the difference for the queries
returning fewer than 10 thousand rows does not differ by a standard amount. This suggests
that there is a cost beyond simply injecting the object.

Figure shows the duration of the individual calls over the 250 queries. The first call
is the most expensive for all cases except the JavaScript query for 10k rows, suggesting that
subsequent queries benefit from caching performed by the OS. The JavaScript queries are
subject to more variation than the native calls, especially in the 10k row case. Similar spikes
in call time are seen for the 10, 100, and 1k row cases. Calls in JavaScript for the 10k row
case, however, exhibit a striking periodicity that is absent in the Java code.

It might be expected that the JavaScript code would be slower than the Java code by
a constant set amount—the price of injection. However, the data show that this simple
model does not reflect true call durations, likely due to garbage collection. The Android log
during the Java runs indicated that on average approximately 104,000KB of memory were
available and being freed during the run. JavaScript runs, meanwhile, had approximately
62,000KB of memory available. These differences are likely due to the context of the calls.
The Android code is Java executing entirely in the JVM. The JavaScript code, meanwhile, is
running partially as native C code, which the system may be partitioning differently. While
less efficient, the delay is on the order of several hundred milliseconds rather than seconds.
The mean duration for these calls is shown in Table 2.4]

The bulk of the time querying for 10 rows was spent retrieving the schema information
from the database about the table being queried. This is a necessary step for interactions
with the persistence layer due to the fact that Tables databases are dynamically generated
and configured. As the number of rows increases, retrieving schema information becomes
less significant, and reading the rows from disk begins to dominate. This issue is studied in

more depth in the discussion section.
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Figure 2.5: Duration of 250 calls to acquire a reference to a data object backing 10, 100, 1

thousand, and 10 thousand rows in Android and JavaScript.

2.7.2 Marshaling Data to JavaScript

Caching the data and making it available to applications is a useful metric when considering
the time synchronous queries and asynchronous callbacks take to complete, but the cost of
marshaling the data itself between the two boundaries also has implications for app designers,

as they need to use the data, not merely prepare it in memory.

Again queries for 10, 100, 1k, and 10k 30-column rows were performed 250 times. Rather

than simply injecting the data object, these queries returned a stringified version of the data.
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Reference (ms) String (ms)
Rows JS Android JS Android
10 140.89 117.58 146.93 120.04
100 177.83 153.24 216.65 187.01
1k 540.19 500.63 986.05 919.88
10k 4,763.44 5,075.04 9,981.34  8,590.16

Table 2.4: Mean duration over 250 runs to acquire a reference to the data and a string

representation of the data in Java and JavaScript.

The data objects in the Java layer stored all their data as a string, and the JavaScript layer
requested this string. The string representation consisted of approximately 8k, 80k, 800k,
and 8M characters, respectively. In contrast to the queries comparing the cost of injection,
these queries measure the cost of passing the data itself from the Java to the JavaScript.

The distributions of the results are shown in Figure [2.6

In this case, the JavaScript queries require more time for each query size. Median call
durations were within 150ms for all queries except the 10k row table, where the median
JavaScript call duration was slower by approximately one second. Figure shows the
duration of individual calls during these queries. Similar periodicity is shown in all cases
except the 10k row queries, where the JavaScript exhibits dramatic spikes in duration due

to garbage collection.

Time differences between the Java and JavaScript do not scale directly with the number
of characters being passed to the JavaScript. Each query is larger than the previous query
by approximately a factor of 10 (although not precisely due to the manner in which the
data was generated), and yet the difference in durations does not scale by approximately
10. As with the previous queries, this is likely due to garbage collection, which is handled
differently under the two conditions. It also is not clear that marshaling between the layers

can be expected to scale directly with the size of the marshaled string, as marshaling is
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Figure 2.6: Distribution of time to acquire a string representation in JavaScript

native Android over 250 calls. Outliers have been removed.
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(JS) and

implementation dependent. Different results are expected if the marshaling occurs in blocks

of a set size, or if strings are passed using a clever semantic rather than strict serialization.

2.7.3 CPU Usage During Queries

Increased power and CPU usage was cited as a motivation for choosing C and over a browser-

based experience for the Djinni framework [31]. This reasoning follows the intuition that web

browsing is more computationally expensive than conventional Android app usage.

The fact

that the duration of object injection and of marshaling data between the Java and JavaScript
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Figure 2.7: Duration of 250 calls to acquire 10, 100, 1 thousand, and 10 thousand rows in

Android and JavaScript as a string.

layers do not vary by orders of magnitude suggest that perhaps the difference in CPU usage

is not as significant as might be expected.

The database layer was continuously queried for a reference to an object containing 1000
rows, as well as for a string representation of that data, for approximately one hour. CPU
usage was monitored via the Android adb tool, and the average percentage of available CPU
cycles used by the Tables process was calculated. As summarized in Table [2.5] injecting the
object into the JavaScript required an average of 32.99% of the CPU, while acquiring the

reference in Java required an average of 36.58% CPU. Acquiring a String reference to the
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data required an average of 36.49% in native Android but only 35.46% in JavaScript.

Android JavaScript
Reference  36.58% 32.99%
String 36.49% 35.46%

Table 2.5: Mean CPU usage during an hour of repeated queries to obtain a reference to and

a string representation of a 1,000 row table.

This too suggests that the performance cost of using a web approach over native Java
code is not substantial, and indeed may even be competitive. If CPU usage is taken as a
proxy for power consumption, Tables apps are also likely to be on par with native apps in
terms of battery usage. It is important to note that no network usage and consequently
radios are required by Tables apps, keeping the cost of running the web browser below what

might be expected.

2.8 Discussion

Developers writing mobile applications repeatedly solve a common set of problems, including
disconnected operation and data synchronization. Solving these problems does not relate to
the value proposition of the application, and yet app designers must address these problems
if they intend to create robust, data-centric mobile apps. A number of frameworks have
recognized this problem and attempted to provide a set of abstractions to simplify the process
of writing mobile applications.

However, these frameworks are aimed at simplifying the process for other mobile devel-
opers or teams of developers. Developers must now understand concepts like continuous
queries (Yahoo’s Mobius) or consider the semantics of synchronizing their compile-time ap-
plications (Izzy). Others push logic to a native C layer, requiring developers to write native

code, application code, and the interface for their platform (Dropbox’s Djinni). Still others
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aim to maintain complete support across all devices, but still expect a developer or team of

developers (PhoneGap).

We have described Tables as a framework that supports the development of mobile ap-
plications by technically-inclined non-developers and lightly skilled web developers. Tables
identifies a base case of mobile apps as a database viewers, providing primitives to simplify
app design. It leverages web tools to achieve these goals, reducing the knowledge required

to build robust mobile applications.

We have evaluated the performance of this web-based approach as compared to apps
that rely on native Android code. PhoneGap is a common framework employed by the de-
velopment teams of a number of major corporations, and yet this is the first comparison of
web and injected code with Android code of which the authors are aware. This work simul-
taneously validates a common paradigm and presents a framework for technically-inclined
non-developers to create fully featured mobile applications capable of functioning in resource-

constrained environments.

Perhaps surprisingly, performance is comparable between Android and web-based mobile
apps. Differences in call duration of as much as a second were only realized when querying
tables consisting of 10 thousand rows. Motivations for making frameworks like Djinni rely on
a native interface rather than a web view have been given due to the performance limitations
of a web-based approach. This work suggests that such assumptions might be invalid. Few
frameworks can compare to the efficiency of pure native C code. However, dismissal of
the benefits of web tools, including ease of iteration and encapsulation, in the name of
performance is inappropriate for a wide range of use cases. Highly performant applications
are likely best written in native C or optimized Android. However, for the common use case
of a data-centric mobile app as a database viewer and editor, designers can expect to not

pay a heavy performance premium for using a web-based framework.
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2.8.1 Native Look-and-Feel

Even in those applications that can tolerate the modest delays introduced by a web-based
approach, there are limitations. The most prominent is the difference in look-and-feel be-
tween native and web-based applications. With sufficient CSS styling web components can
be made to look like native UI, but the feel of the application remains different. Button
presses respond differently than those in native Android. More complicated Ul interactions,
including gestures like swipe, have a different feel than those achieved with a native imple-
mentation. Nevertheless, this may be an appropriate set of tradeoffs for a number of users.
App designers to whom platform-specific look-and-feel are crucial are likely to be the same
developers or teams of developers to whom other compile-time frameworks are already avail-
able. Applications where functionality is the primary concern may be able to tolerate a less

responsive swipe in the name of usability.

2.8.2  Cost of Dynamic Schemas

One of the strengths of the Tables framework is that it is completely runtime configurable.
This affords app designers the power of a relational database while permitting a simpler
development environment and dynamic schema creation. However, it comes at a cost.

Queries against tables of any size must first hit the database to recreate the schema
information of the queried table. This means that the cost of querying tables with a small
number of rows dominated by the cost of retrieving the schema, particularly for tables
with many columns. This is a necessary step to properly encapsulate the persistence layer.
SQLite, for example, is the native Android persistence layer but supports only five value
types. Tables supports additional types in order to provide a more fully-featured storage
layer.

The costs of this tradeoff can be seen in the metrics section. Queries for 10 rows were
dominated by the cost of retrieve the schema information from disk. Put another way, the

30 columns in the table required reading 30 rows to recreate the definition in order to query
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10 rows of data. This accounted for approximately 110ms of the 140ms for total retrieval
of information from the table. This tradeoff between configurability and performance is
appropriate given the motivation for Tables, although there are additional optimizations
that could be performed to reduce this overhead. Some of the information surrounding a
single column is serialized using a JSON representation, for instance, which is expensive.
Optimization of the storage layer could be employed to lower this overhead, but a tradeoff

between configurability and performance would remain.

2.8.3 Implications of Garbage Collection

One of the unexpected results of this work was that the performance of native Android
code does not surpass the performance of the web-based approach in all instances. The
metrics section showed that, for 10 thousand row tables, JavaScript performs slightly better,
on average, than Java code in the duration of a synchronous call to the database. This is
counterintuitive given that both were performing the same action, but that the JavaScript
tests were performing the additional work of injecting the object. This is likely due to the
difference in memory allocation made available to the application and the cost of garbage

collection.

This is a difficult conclusion to predict. It shows that the when dealing with a garbage-
collected language and the JVM, assumptions about performance can be complicated. From
the perspective of Tables or other web-based app frameworks, this suggests that the ad-
ditional layers of abstraction do not immediately introduce critical performance problems
that would be avoided by using native frameworks. This can be readily seen in Figures [2.5
and 2.7} where garbage collection introduced oscillations in query time that in both Java and
JavaScript. Ultimately, this suggests that web-based apps cannot be expected to perform

worse than native Android applications under all circumstances.
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2.8.4  Future Work

The deployments described in the Use Cases section all required participation by a team
member that was familiar with building a web page. However, the Tables model affords
sufficient flexibility where this should not be required for basic cases. Future work will focus
on more complete integration with the app designer dashboard, which will be targeted to
users with no experience building web pages. This will be accomplished through tighter
integration with the provided templates and with guided creation of the declarative CSV
schema.

It should also be noted that none of the factors motivating Tables dictate that it must
exist as a standalone application. However, developing the tool as a standalone application
has simplified the process of understanding the problem space and refining the abstractions
inside Tables. This has also facilitated the performance characterization of web tools as a
framework for building mobile apps, as Tables is responsible for every layer of the stack. As
the interfaces between different components of the tool are finalized, it is possible that it
will make sense to fold this functionality into another ecosystem or into a PhoneGap plugin.
While this is not planned in the immediate future, the Tables architecture is sufficiently

modular to permit this possibility.

2.8.5 Conclusion

ODK Tables was designed to simplify the creation of mobile apps, enabling technical users
without software development experience to create robust mobile applications. It introduces
a number of abstractions to make this possible, limiting its scope to facilitating those apps
that can be modeled as database viewers. As a result, Tables apps gain high levels of
customizability.

We have shown that these abstractions, along with the notion of the database row as
a primitive, enable the creation of applications that are useful in a variety of resource-

constrained environments. Iterating and prototyping is a lightweight process due to the use
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of a web tool as the Ul layer. Performance and CPU usage, a proxy for power consumption,
are similar in both the native and web-based approach. Therefore app designers need not
expect drastic penalties when taking either approach. The Tables framework presents a set
of abstractions that enables the creation of mobile apps by lightly skilled technical users,
lowering the burden to app creation, and facilitating the creation of apps that can perform

well in resource-constrained environments.
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Chapter 3

SISKIN: LEVERAGING THE BROWSER TO SHARE WEB
CONTENT IN DISCONNECTED ENVIRONMENTS

While mobile phones are widespread in the developing world, desktops and LANs still
exist. This chapter describes Siskin, which is a tool designed to complement this existing
infrastructure to bring web content to disconnected networks. This is especially relevant to
schools, which are increasingly turning to Offline Educational Resources (OERs), employing
purpose-built local hardware to serve content. These approaches can be expensive and
difficult to maintain in resource-constrained settings. Siskin takes an alternative approach
that leverages the ubiquity of the web browser to provide a distributed content access cache
between user devices on the local network. We demonstrate that this system allows access to
web pages offline by identifying the browser as a ubiquitous platform. We build and evaluate
a prototype, showing that existing web protocols and infrastructure can be leveraged to
create a powerful content cache over a local network.

An abbreviated version of this chapter will appear as a demo paper at the ACM Workshop
on Challenged Networks in October of 2017 (CHANTS 17).

3.1 Introduction

The web has tremendous potential to enable education for users in emerging markets. With
an increasing amount of free or open-use educational content becoming available online
(Khan Academy, Wikipedia for Schools, etc.), schools in developing regions can bring vast
quantities of human knowledge directly into the classroom. However, the web is built with

the assumption of fast, free, and always-on connectivity. This presents a substantial challenge
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to schools in developing regions, which often have slow or intermittent Internet connectivity,
such as a flaky dialup connection [1]. While modern web standards make it possible to develop
sites that can be used offline (e.g., using ServiceWorkers to persist content in the browser),
this approach does not scale to the vast quantity of legacy web content. The conventional
approach to working around this problem involves caching static snapshots of web content,
typically on dedicated hardware [24, 53]. However, this approach poses substantial logistical
and cost challenges for schools in emerging markets. A typical edge cache box costs upwards
of several hundred dollars, which can be prohibitive, and still requires manual maintenance
and updates to software and content [37]. Schoolteachers, especially in developing countries,
are not system administrators and cannot be expected to maintain esoteric hardware and

software to support classroom web use.

Our key observation is that modern web browsers have the capability to support every-
thing needed to enable automatic, distributed caching of web content that can be shared
across multiple users on a LAN. While the basic idea is not new—distributed caches have
been explored since the foundations of the web [86, |62, |34]—our work leverages three key
insights that represent a practical, deployable solution for real-world users today. First,
conventional HTTP caching is inadequate for supporting true offline access to Web content.
Given that most web pages (and many resources that they depend on) are uncacheable [49],
and the degree to which websites use dynamic content fetched, e.g., using AJAX, standard
HTTP caches cannot guarantee that a given page will be fully cache-resident and hence
usable by a user without an Internet connection. Second, separating the functionality and
maintenance of the cache from the device and software used day-to-day implies that function-
ality will erode quickly. The caching solution should be integrated directly into the device
and software (e.g., the browser) that the user interacts with, to ensure it does not intro-
duce a single point of failure and does not suffer from neglect. And third, modern protocols
(such as Multicast DNS (mDNS) and DNS Service Discovery (DNS-SD)) enable automatic
discovery and sharing of resources across a LAN segment, leveraged in products such as the

Chromecast media-streaming device and others. This can enable seamless sharing across
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multiple users without overhead for configuration and management.

In this paper we describe Siskin, an approach to distributed snapshot caching of web
content fully integrated into the Chrome browser. To use Siskin, the user simply needs to
install a Chrome App and Extension. Siskin allows users to save snapshots of web content
that they browse locally, and it automatically shares those snapshots with other users on the
LAN. While browsing, Siskin automatically discovers snapshots of pages hosted by other
users on the network, and it retrieves those snapshots over the local network. Siskin is
built using existing Chrome App and Extension APIs to perform web content snapshotting,
storage, network discovery, and peer-to-peer content transfer.

Siskin is targeted at educational settings in the developing world. Stand-alone solutions
providing OERs have become increasingly popular in developing world schools. These solu-
tions have been criticized for their difficulty to maintain and for the opacity of their content,
which is typically fixed or requires significant technical expertise to update [37]. Some re-
search has shown promise for the positive impact of these devices on education by enabling
access to things like Khan Academy [1]. We make no claim on the pedagogical benefits
OERs. Instead we observe that OERs are growing increasingly popular despite their cost
and limitations, and we believe cheaper, more robust solutions are desirable.

We demonstrate a complete working prototype of Siskin and evaluate its performance.
We show that Siskin is effective at caching snapshots of content and enabling other devices
to discover and retrieve snapshots while browsing. This unlocks the potential for offline
web content to be made available in classrooms with a minimum of software configuration

overhead.
3.2 Related Work

Early work on web access in resource-constrained settings investigated Delay Tolerant Net-
working (DTN), which focused on designing network protocols to support intermittently
environments that can occur in the developing world [55]. DTN approaches frequently went

hand-in-hand with kiosk systems, which were custom built workstations developed to be
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deployed and shared in such settings [40]. Together, DTN and kiosks can be criticized as
stovepipe solutions—hardware and operating systems must be custom built, and existing
internet infrastructure must be modified to accommodate new protocols.

A more conventional practice on challenged networks is to install an HTTP cache. Efforts
at increasing the efficiency of caching solutions have included making multiple caches coop-
erate [34, 62]. The C-LINK system performs cooperative caching by using a coordinating
proxy to store resources using clients’ local storage [54]. Wolman et al. found that collabo-
rative caching has promise for small populations, but concluded that “the crucial problem
that must be solved to improve Web performance is how to increase page cacheability” [86].
This stems from the fact that modern web pages are composed of dozens of HT'TP resources
(e.g. CSS stylesheets, images, and JavaScript files), and the majority of this content is un-
cacheable [49]. Even if those uncacheable resources are not article text, broken images or
failed styling can make content hard to consume and can lower the value of content.

If caching conventions are ignored and stale resources are served, as in [54] and [16],
resource-level HT'TP caching remains inadequate as it assumes that devices on a network
are at least partially connected, even if over a challenged backhaul. By design a cache first
checks locally, and in the event of a miss it goes to the network. Since caching occurs at the
network level, there is no way to inform the user of a miss. If a request misses the cache, the
user might like to know that the request to the origin server will fail or will take more time
than they are willing to wait. Conventional cache models do not allow this.

A number of commercial solutions have created content access hubs that enable local
network sharing and host OERs. These can generally be thought of as web servers that
respond to requests on a LAN. The Intel CAP, C3 Critical Links, and eGranary projects are
examples [53, 24, 33|. Rachel Offline and Khan Academy Lite are software solutions built on
this type of platform [69] |56]. These devices can cost on the order of hundreds of dollars, and
maintenance has been shown to be a significant burden in resource-constrained settings [37].
Our work exists as a complement to these efforts, demonstrating that similar functionality

can be provided without stand-alone hardware and without introducing a single point of
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failure.

Our work is most similar to [16], who implement aggressive HTTP caching as a Fire-
fox extension. That project does not coordinate between machines, preventing users from
benefiting from peer caches on the network. It is also aimed at accelerating browsing be-
havior, e.g. through aggressively prefetching links on a page from the internet, rather than
on distributing content. For these reasons their system is not well-suited as a platform for

OERs.
3.3 System Design

Siskin provides a seamless distributed cache of web page snapshots available to any device
on the same LAN segment; this will typically be a single classroom or a group of classrooms.
Every peer in the Siskin network hosts web page snapshots, which can be discovered and
fetched by other peers on the network, avoiding the need for fetching content from a slow
or intermittent Internet connection. Siskin achieves this using a combination of local page
snapshotting and caching; peer discovery using mDNS; peer-to-peer snapshot fetching using
Web Real-Time Communication (WebRTC); and a Chrome App to provide the UL In this
section we provide details on Siskin’s architecture and implementation.

Our prototype is implemented as a Chrome App and Extension combination that com-
municate via the App and Extension APIs. Both components are needed due to the security
model of Apps and Extensions in Chrome. Extensions are able to interact with a user’s web
browsing experience, e.g. to save a page as MHTML or to inspect navigation requests. Apps

are able to access the system directly, e.g. to write files to disk and access system sockets.

3.3.1 Snapshotting Content

The fundamental unit in Siskin is the rendered page. This creates a one to one mapping
between a top-level URL and a resource resident in the cache. This approach effectively
snapshots the rendered web page that results from a visit to a URL. Unfortunately there is

not yet a standard for distributing web pages that perfectly recreates a connected experience.
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The most widespread support is for MHTML, which takes a snapshot of the DOM, inlining
external resources like images. This has the benefit of being a single hermetic file, making
distribution simple, and of being well-supported by browsers. When a saved page is viewed,
it is fetched from the peer, saved to disk, and displayed in a browser tab.

In our prototype, MHTML snapshots are saved manually by users. When visiting a page,
clicking the Siskin Extension icon in the Chrome toolbar saves the page as MHTML and
adds it to the cache. This uses the pagecapture API to snapshot the page as an MHTML
blob. The blob is then passed to the App via the runtime.sendMessage API, where the
App saves the page to disk using the fileSystem API. For security reasons, we elected to
keep snapshotting a manual process. This is discussed in Section [3.3.5]

Alternative content ingestion methods are possible. A set of pages could be crawled and
saved as MHTML, snapshotting them, and then moved into the Siskin directory on a host
machine. This versatility allows existing content from OERs, including Rachel Offline or
eGranary, to be shared using Siskin.

Although widely supported, a notable shortcoming of MHTML is the fact that it does
not support JavaScript execution. For this reason responsive sites and web apps are not
well-suited to MHTML. An alternative approach might be to ignore cache-control headers
and simply cache all resources, as in [16] and [54]. We find the single file, hermetic nature of
MHTML to be a preferable distribution mechanism. Resource-level caches are best suited to
configurations where a cache sits between a machine and the origin server, allowing individual
requests to be handled in flight. Saving pages as an MHTML resource simplifies distribution
by allowing alternative configurations, including look-aside caching behavior where a user
is informed before navigation that a local load will succeed. Employing MHTML allows
content to be added to the cache as logical units and distributed with associated provenance.
It is explicit that MHTML is only a snapshot, not a stale page served from a cache.

Siskin does not try to support web app behavior that requires complex interactions with
a server. Email applications, for example, are not handled. Siskin aims only at operations

where a page can be displayed without needing to interact with a server after the time the
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page is saved.

3.3.2  Peer Discovery

A discovery component is necessary to find peers running Siskin on the local network. We
accomplish this by employing mDNS and DNS-SD. These zero-configuration protocols are a
standard solution to the problem of network service discovery; they are employed by many
services, including Chromecast media streaming devices |19} [18]. mDNS uses multicast UDP
to issue DNS queries to the local network, while DNS-SD specifies how to use DNS records
as a hierarchical database for service discovery. Using both together, clients can discover
peers running a service and resolve an IP address and port combination to connect to the
service. Chrome Apps provide an API to issue and respond to UDP requests, making an
implementation of mDNS and DNS-SD straight forward.

Alternatives to mDNS and DNS-SD exist. Simple Service Discovery Protocol (SSDP)
is another solution that relies on multicast addressing to query and advertise via the local
network. In some use cases, seamless discovery is not required and the peer to peer process
can be bootstrapped by directly sharing connection information. A teacher might write the
IP address of their host machine on the board, for example, or a WebRTC offer could be
shared directly between users. Distributed systems such as [75] communicate with peers
without keeping IP and port information for each individual device. These have desirable
properties for large systems, namely that contact information is only needed for O(log N)
peers to communicate with content that could be stored on any of the N peers. This is

not an ideal solution for Siskin, which seeks to provide full peer enumeration as a desirable

property.

3.3.83 Content Discovery

Local content discovery takes one of two forms. In the first, a list of peers on the network
is presented via the App UL. Upon selecting a peer, the list of pages saved by that peer is

presented to the user much like listing the contents of a directory. In the second, regular
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browsing behavior is augmented to inform users of locally available content. This process
is referred to as “cache coalescence”. To accomplish this, peers disseminate Bloom filters,
as in [34], representing the URLs they have cached locally. The App component of Siskin
maintains this information, allowing instances to locally determine if a given link is available
from a peer. Links on a page are annotated to show that they are available.

By providing both modes of content discovery, Siskin is able to support sparse cache
occupancy, where a user might save only a single page, as well as dense cache occupancy,
where a whole domain may have been snapshotted. If a particular user has saved part of
Wikipedia, for instance, users can first discover an entry point into that content via the
summary listing. After navigating to the page, link annotation will allow the user to become
aware of local content by augmenting regular browsing behavior.

Siskin annotates locally available URLs by communicating between the Extension and
App modules. The Extension includes a ContentScript—a standard Extension component—
that runs on on every page the user browses. This ContentScript queries the page for
anchor tags that include the href property. These URLs are passed to the App using the
chrome.runtime.sendMessage API. The App holds the cache state of peers in memory as
an array of Bloom filters. Each URL is checked in memory to determine if it is likely available
on the network (the use of Bloom filters make this a probabilistic operation). Matches are
passed back to the ContentScript, where the anchor tags are annotated with a small cloud
icon to indicate their availability on the local network. More efficient alternatives, including
distributed indexing as in [75], could be layered on top of Siskin. However, as discussed

Section [3.4] that is not necessary for the contexts we are considering.

3.8.4 Data Transfer Between Peers

Data must be transferred between peers to perform content discovery and to view the snap-
shots. Our prototype employs WebRTC as the transport mechanism. WebRTC is a protocol
suite designed to enable peer to peer communication between browsers. We chose WebRTC

because it is built into the browser, and because all communication over WebRTC connec-
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tions is encrypted.

Negotiating a WebRTC connections requires a signaling step, which is an exchange of
text blobs referred to as “offers”. In our prototype implementation, WebRTC offers are
exchanged via an HTTP endpoint using an open source HTTP server [85] we bundle with
the App. The initiating peer issues an HTTP PUT request, the body of which contains
the offer. The peer receiving the request extracts the offer, generates a return offer, and
includes this offer in the HT'TP response. With offers exchanged, a WebRTC connection can
be established. We layer a messaging protocol on top of the connection’s data channels, and

Siskin instances use these messages to communicate.

3.3.5 Security and Privacy

We identify three main areas relevant to security and privacy in Siskin: 1. confidentiality of
shared content; 2. secure communication between peers; and 3. integrity of cached content.

The first area relates to the confidentiality of content. Our approach of snapshotting
pages makes this problem non-trivial. If a user elects to snapshot their email client or social
media wall, for instance, they run the risk of leaking potentially private information to others
on the network. We elected to make snapshotting pages require a manual action from the
user. In our prototype, content is guaranteed not to be shared until hitting the extension icon
and electing to save content, allowing users explicit control over what content is available.
Additional defenses could include blacklisting social media sites and implementing access
control, allowing users to snapshot content for only their own use or to only share it with
particular users.

The second area relates to secure communication. Siskin should support both encrypted
and authenticated communication. The WebRTC transport mechanism ensures that com-
munication is encrypted, but it is not authenticated. In connected contexts, authentication
occurs during the signaling step by communicating through an identity provider or via an
HTTPS connection. This is complicated by the offline settings Siskin targets. However, we

could perform authentication by exploring a protocol akin to Secure Simple Pairing (SSP),
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which is used to pair Bluetooth devices. It provides a way to both exchange an encryption
key and authenticate that the exchange was not subject to a man in the middle attack. SSP
includes a numeric comparison mode by which two users compare several numeric digits,
checking for equality. This exploits physical proximity of two devices and is appropriate for
Siskin, where users are expected to be on the same LAN. SSP has been shown to be se-
cure [60]. After SSP is complete, private keys can be shared and future secure communication
can occur using RSA, provided that keys remain confidential.

The final area, integrity of content, is not provided by our prototype. Snapshotting
and sharing are performed by untrusted peers, meaning that integrity guarantees stemming
from the use of HI'TPS are lost. Snapshots could be tampered with, or sophisticated peers
could falsely claim that a fabricated snapshot originated from a specific domain. Integrity
guarantees could be maintained by adding a level of trust to peers and cryptographically
signing snapshots. An alternative could be to use a third party service to generate and sign
snapshots. These approaches would require additional infrastructure and are not things we

currently support.
3.4 Evaluation

In this section we perform a technical evaluation of our Siskin prototype. We evaluate the
capabilities of the technology in a laboratory setting, showing that the architecture of our
system meets our design requirements and could be employed as an alternative to stand-
alone OER solutions. All our experiments were conducted on Acer 14 Chromebooks on
the network in the University’s Computer Science department. The Acer 14 is a mid-level
Chromebook available for approximately $300 USD. The models used in our evaluations
had a 1.6 GHz Intel Celeron N3160 Quad-Core Processor, 4 GB of RAM, and were running
Chrome OS 58.

Metrics that depend on the number of pages in a cache are calculated for 1,000 pages.
This number was chosen because many of the most highly rated Rachel Offline modules,

which serve as OERs, contain on the order of 1,000 pages [69]. Additionally, 1,000 pages is a
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realistic number of pages for a user to add manually without an automatic content ingestion

mechanism to add pages to Siskin.

3.4.1 Data Transfer Speeds

Data is exchanged between Siskin peers both to communicate operational data like cache
state as well as the saved pages themselves. Siskin relies on browser JavaScript APIs for
storage and network communication. The key question is whether browser-based peer-to-
peer data transfer is fast enough to serve cached pages between peers. To measure transfer
speeds, we installed Siskin on two Chromebooks and connected them to the department’s
802.11a/g/n WiFi network.

We generated files of 1 kB, 10 kB, 100 kB, 1 MB, and 10 MB, and measured the time
to transfer each file 100 times between two peers. This was conducted using two transport
mechanisms: WebRTC and WebRTC including connection establishment. In WebRTC con-
nection establishment is referred to as signaling, and is required for first time or infrequent
requests to a peer. Connection establishment requires one additional round trip between
peers. Mean transfer times over 100 runs are shown in Figure [3.1 The results show that
each of the transfer methods achieves performance roughly in line with the capacity of the

underlying WiFi network.

3.4.2  Query Latency

Next, we measure the latency for querying the distributed cache for a set of URLs. When
a page is rendered, Siskin scans the page for all links contained in anchor tags in the page,
and queries the cache for the existence of each URL, so it can annotate the page with the
cache residency status of each link. One of the key advantages of Siskin over conventional
HTTP caching is greater transparency of available content. URLs entered into the address
bar as well as URLs from anchor tags on loaded pages are queried against the body of locally

available content.
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Figure 3.1: Mean transfer times for various file sizes between two peers.

To measure query latency, we constructed four HTML pages with 1, 10, 100, and 1,000 out-
bound links. We also generated a synthetic cache directory containing 10 peers, each of which
contained 1,000 pages. Each of the HT'ML pages was loaded 100 times. The cache directory
was already present in memory, as if peer state had already been communicated. The query

latency is the time to look up all of the outbound links on the page in the cache directory.

The mean results over 100 runs are shown in Figure 3.2l Querying up to 100 links takes
on the order of 100 ms, while querying for 1,000 links takes on the order of 600 ms. As shown
in the Figure, the time it takes to find the links and query the data structures grows with the
number of links, as can be expected. Communication between Chrome Apps and Extensions

occurs via a messaging and callback system. Waiting for these messages to be delivered and
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callbacks to be invoked by the Chrome machinery constitutes the largest component of the

query latency.
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Figure 3.2: Mean times to query for URLs available on the network of 30 peers, each with
1,000 pages.

3.4.8 Quverhead for Cache Coalescence

Finally, we evaluate the overhead of distributing cache directory information between peers
in the network. As the number of peers and the size of the cache grows, the question is how
much local network bandwidth is required to distribute this information. Our prototype of
Siskin uses a fairly simplistic cache coalescence strategy—each peer exchanges a Bloom filter

of locally-cached URLs with every other peer on a periodic basis (every 60 seconds). We
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perform this via unicast, where each peer sends a Bloom filter to every other peer. However,

more efficient schemes, for example, leveraging multicast, are possible as well.

We analyze a network of between 2 and 50 peers, each of which is caching 1,000 pages
locally. (In reality, we would expect most peers to store very few pages, perhaps no more
than 100, whereas one or two “super peers” might cache a large archive of pages.) Each peer
encodes the list of cached URLs into a Bloom filter with a target false positive rate of 0.001,
which requires 1,798 bytes. We consider an 802.11b network, as might be expected at a rural
school, with an aggregate TCP throughput of 5.9 mbps. Maximum broadcast throughput is
considered to be 0.5 mbps—one half of the lowest supported 802.11b rate of 1 mbps.

Under the fairly simplistic unicast system implemented in our prototype, fully distributing
cache state requires each peer to communicate their state to every other peer, resulting in
4.4 MB that must move across the network. On the 802.11b network described above, this
would require 6.0 seconds if all 50 peers joined the network at the same time. Figure |3.3
shows the bandwidth requirements of our unicast strategy for different refresh rates. This
assumes that an initial distribution has been completed and the Siskin peers are periodically

informing peers of their content by completely redistributing their Bloom filters.

With a 60 second refresh rate, the bandwidth impact is minimal. However, the unicast
strategy is naive in that it requires an O(NN?) operation in the number of peers, as each peer
sends their directory information to every other peer. This can be improved by employing
a broadcast mechanism to transmit the Bloom filters. Under this scenario each transmits
a Bloom filter a single time, for a total of 0.09 MB. Given a broadcast throughput of
0.5 mbps, full distribution would take 1.4 seconds per distribution cycle. Figure|3.4|shows the
bandwidth requirements of a broadcast coalescence strategy for different refresh rates. This
assumes that an initial distribution has been completed and the Siskin peers are periodically
informing peers of their content. With a 60 second refresh rate, the bandwidth impact is

minimal.
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Figure 3.3: Bandwidth consumed by fully redistributing cache directory information via a
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join the network, each hosting 1,000 pages. The dashed line shows a theoretical maximum

throughput of 5.9 mbps.

3.5 Discussion

Siskin shows OERs do not require expensive, purpose-built hardware. It demonstrates that

the web browser has become a sufficiently ubiquitous and capable platform that it can serve

as a powerful offline content caching and distribution system. However, it is not a perfect

solution. In this section we outline limitations of the system, how those limitations could be

mitigated, and what remains as future work.

The most immediate limitation is the capabilities of of MHTML as a distribution format.



62

5 === e e e e m e —m e
— 04-
=
o
E 03 - —  ser
E 10 seC
f—._ A0 sec
- -
= 0.2 — G0 sec
m
on
@
= 01

0.0 -

0 10 20 0 a0 50

Mum Peers

Figure 3.4: Bandwidth consumed by fully redistributing cache directory information via a
broadcast mechanism. Bandwidth is estimated at different refresh rates as additional peers
join the network, each hosting 1,000 pages. The dashed line shows a theoretical maximum

broadcast throughput of 0.5 mbps.

MHTML does not run scripts, meaning sites that depend on JavaScript after an initial render
will not work as expected. This does not impact all sites, and MHTML continues to be used

in industry settings, but it is nevertheless a limitation of the format.

A more pressing problem is the fact that MHTML does not support video. Sites like
Khan Academy are popular as offline educational resources |1]. Khan Academy lessons, as
well as video services like YouTube, are not well served by MHTML. The DOM is saved
but the media player is replaced by an empty HTML element. This could be mitigated
by storing video files separately from MHTML and alerting the user to the associated files.
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This still would not be perfect, however, as the experience would differ from standard web
browsing. A long term solution would be to develop a file format that better handles modern
web content.

The current usage model of Siskin is based on URLs. Snapshotted URLs that are available
can be listed, and links can be redirected to local copies. A useful feature would be the ability
to perform keyword searches. Wikipedia becomes much more useful, for example, with the
ability to search. Without search, users would have to rely on the directory listing feature of
Siskin to find an entry point into cached content. Alternatively, a manual index page, like a
site map, could be employed to explore content. Searching in an offline setting is complicated
by the fact that content can join or leave the network with hosting machines. This suggests
that machines should host their own search indices. Creating these indices in a way that
serves real-world workloads while respecting the performance and storage capabilities of local
hardware is left for future work.

The primary motivation behind Siskin is the idea that the ubiquity of web browsing
technology can create distributed content distribution mechanisms. Our prototype, however,
depends on Chrome App and Extension APIs. This means that it does not work on mobile
devices, which do not support these APIs. An ideal Siskin implementation would run on
any browser, not just laptops and desktops. Siskin is an example of how the browser can be
used to replace stand-alone solutions. Our prototype demonstrates that this is feasible. We
do not claim that our prototype is a complete solution. Instead we claim this demonstrates
how the browser as a ubiquitous technology can expand the reach of web content even to

those that are only intermittently connected.

3.6 Conclusion

We have presented Siskin, a system that supports OERs at schools in the developing world
without requiring additional hardware or purpose-built devices. It achieves this by facilitat-
ing the distribution of web content on intermittently connected networks. Siskin leverages

the ubiquity and capabilities of the web browser to distribute content between peers and
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integrate with the web browsing experience. Siskin represents the ability to replace or com-
plement stand-alone solutions with existing, ubiquitous infrastructure—the browser—to give

disconnected users access to the more than four billion pages that exist on the web.
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Chapter 4
THE SECURITY OF DATA COLLECTION TECHNOLOGIES

This chapter moves the focus from the technology itself to the people using the technol-
ogy. It examines organizations using Open Data Kit (ODK) to understand their approaches
to security in their deployments. This work was conducted as a joint work with Camille
Cobb and I present it with her permission, as well as with some small modifications. It orig-
inally appeared in 2016 at the International Conference on Information and Communication

Technologies and Development (ICTD ‘16) [22].

4.1 Introduction

Although there have been some efforts to study and address computer security and privacy
risks with technologies in an Information and Communication Technologies for Development
(ICTD) environment, both on a case-by-case basis for specific technologies and from an
academic perspective, e.g., |2 23, [71], the space of “computer security meets ICTD” is still
in its infancy. This is a gap in the field. As discussed in Chapter [} the technology and
users that are implicated in ICTD can have different expectations. Without examining these
differences, security concerns could be mismatched, creating a situation where tools and
security models are not well-suited to their context. We contribute to this space through
insights into how to evaluate and address computer security risks in ICTD environments.
To provide a foundation for our insights, we focus on a particular class of technologies—
data collection toolkits—and, in particular, a specific, widely-used instance of such a tech-
nology: Open Data Kit (ODK). Data is crucial for many NGOs and researchers to monitor

and evaluate deployments or interventions and report to donors on activities. For example,
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organizations might collect patient information during clinic visits, assess the prevalence of
pests in rural farmland, or document infrastructure in need of repair. ODK allows digital
forms to be created without deep technical expertise, and has been used as a platform by
numerous organizations. By studying computer security risks with ODK, we are able to
extract lessons for both ODK and other data collection deployments, as well as infer lessons
for other new ICTD technologies.

This work is a collaboration between an ICTD research group and a computer security
and privacy research group and leverages methodologies from both communities. For exam-
ple, our threat model for data collection technologies (Section is the result of a large
threat modeling process (used in computer security) that involved many members from both
groups. We augment that with surveys and semi-structured interviews, and leverage our
past experiences (within our ICTD research group) in conducting deep investigations with
key stakeholders (Sections and . Our threat model provides an analytic overview of
the potential issues for data collection technologies, and the surveys and interviews provide

a context within which to appropriately interpret and evaluate the risks of threats that we

identified.

Contributions Our contributions are three-fold. First:

e Threat Model. We develop a threat model for ODK and other data collection systems.

Our threat model provides a broad, encompassing view of the possible threats to an
ODK-like system, including possible adversaries and adversarial methods. However, com-
puter security is not a binary property and just because a computer security attack might
be possible does not mean that it is likely to happen in practice. Hence, a more nuanced
approach to computer security is to not only identify the possible threats, but to under-
stand the broader context for a deployed system. Providing an informed, broader contextual
analysis is our second key contribution:

o Survey and Semi-structured Interviews. We report on a survey and semi-structured

interviews with ODK deployment architects.
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We use the results of the survey and interviews to extract insights into how ODK de-
ployment architects think about security. “Think about security” is intentionally broad; we
consider, for example, not only how deployment architects perceive threats, but what de-
fensive mechanisms they have deployed and why, what incidents they have encountered and
how they responded, and so on. Finally:

e Broader Synthesis and Recommendations. We consider overarching implications and

recommendations.

Among the key takeaways: as in the developed world, computer security of data col-
lection platforms in the developing world is about risk management. Though our survey
and interviews surfaced real threats and security concerns—particularly about data loss and
erroneous or fake data—many of the threats we consider abstractly seem to have not yet
manifested in practice for many of the deployments we studied. Hence, the current level of
security seems arguably appropriate in today’s environment, particularly given the practical
tradeoffs faced in balancing security with other deployment goals. However, ICTD systems
(and their data) may persist for many years, and the risks may change over time, making it

important for organizations to proactively consider and revise their threat models.
4.2 Background and Related Work

On computer security and privacy Since this work is a joint effort between an ICTD
group and a computer security research group, we take a moment to establish common ter-
minology. A key point of terminology is that, for this paper, when we say “security” we refer
to computer security (also commonly referred to as cyber security); for others, the term “se-
curity” might invoke other notions. For example, in some ICTD contexts, “security” evokes
thoughts of “food security”, meaning enough food to eat. Because of the possibility for
different interpretations, we were cautious with terminology both during our interviews and
in our later evaluation of the interview results. Second, we note that the computer security
community often use the terms “security and privacy” in unison, because security vulner-

abilities can lead to privacy compromises; other communities have more nuanced usages of
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the term privacy. In this paper, we use computer security community’s interpretation of the

term privacy.

Related work Ben-David et al. [2] focus on end-users in the developing world and argue
in a position paper that five factors influence how security threats differ from those in the
developed world. Some of the security work in ICTD has looked at specific threats brought on
by weak security infrastructure and hygiene, such as sharing content by USB on unpatched
systems [23, 3], which is a concern in the domain we study. Security researchers have
studied apps used for mobile banking in the developing world, and found them rife with
security vulnerabilities [71]. Mancini et al. [63] explore technical guarantees that might be
afforded to digital data collection with a new system of APIs designed to be secure. Gejibo
et al. [38] describe how low budget phones could securely store data during mobile data
collection. Gejibo et al. [39] also describe how a cloud-based server could store data securely.
Hussain [50] describes the sensitive types of data that organizations collect and references
the legal code of several countries to argue that it is worth securing.

Security researchers have studied the security practices of specific user groups (e.g., [65]
25,12]), but to our knowledge, the group we consider here (users collecting data in an ICTD
context) has not be studied from a security perspective. Le Blond et al. [59] report on the

characteristics of targeted cyber attacks on an NGO.
4.3 Open Data Kit: Background

We focus on Open Data Kit (ODK) as a prototypical data collection application used in
developing regions. Chapter [2] focused on ODK Tables, which is a component of a new tool
suite under the ODK Umbrella. Broadly speaking, the tools are sufficiently similar that
security lessons apply to both suite of tools. This section provides additional background
information on the original tool suite, as most respondents are more familiar with the original
tools.

ODK was created in 2010 by researchers with the goal of providing a general purpose
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tool to facilitate data collection in ICTD contexts [45]. It has been widely adopted, used in
at least 125 countries and installed on hundreds of thousands of devices [80]. ODK allows
digital forms to be created without deep technical expertise. It supports traditional text and
multiple choice questions and leverages sensors on the devices to capture rich data types,
including GPS locations and photographs. Factors contributing to its success include the
fact that it is adaptable to a variety of settings and data domains and is free and open
source [42, 45, |10].

Basic ODK setup involves: (1) creating an XML form for each questionnaire using a
graphic user interface, (2) downloading the ODK mobile application to an Android device,
(3) setting up an ODK (local or cloud) server using a simple installer, and (4) downloading
the XML forms to the mobile devices. Then, the deployment involves: (1) filling out these
forms on mobile devices, from which data being is to the SD card, (2) syncing to the server

when there is a data connection, and (3) accessing/analyzing data on the server.

Stakeholders The typical roles, or stakeholders, in an ODK deployment are identical to
those discussed in Chapter [I They include: (1) donors that fund the work; (2) deployment
architects that create the forms, administer deployments, and make technical decisions, pos-
sibly based on input from an ethics board or organizational policy; (3) enumerators that
complete surveys on mobile devices; and (4) beneficiaries that provide data to enumerators.
These are representative of the roles someone might have in a deployment, though not all
roles are necessarily represented in every deployment, one person might take on more than
one role, and each role may be filled by more than one person. Within a deployment, indi-
viduals in each of these roles may or may not be trusted or trustworthy and will likely have

a wide range of technical skills.
4.4 ODK and Computer Security

Having summarized key properties of ODK’s design, we now proceed with a deeper analysis

of its computer security properties. We consider this security analysis, with roots in the threat
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modeling process common in the field of computer security, as a contribution to the ICTD
community for two reasons. First, it surfaces key computer security threats and opportunities
that we believe ODK deployment architects should consider. Second, it expands on other
threat modeling work in ICTD (e.g., [2, 23, [71]) and provides a data point for threats that
might arise for ICTD applications.

Our security analysis in this section is done in a theoretical, abstract sense: we consider
potential computer security threats that may arise in an ODK deployment. In practice, no
system is completely secure, and computer security consists of a series of tradeoffs and risk
management. It may be the case that some threats are worth defending against (because
the cost or risk of compromise is high) whereas others are not. However, it is important
to identify a superset of possible threats in order to enable informed decisions about these
tradeoffs. We provide this superset in this section; our surveys and interviews in Sections
and then provide insights into the relative importance and likelihood of these risks and

threats, as perceived by current ODK users.

4.4.1 Potential Threats to an ODK Deployment

Threat modeling is a process commonly used in the computer security community by which
one identifies potential adversaries and their motivations, as well as potential threats and
vulnerabilities. Our threat modeling for ODK results from a collaboration between experts
in the computer security and ICTD communities. Our approach involved systematic brain-
storming discussions and an empirical analysis of possible vulnerabilities in an archetypal
ODK application (written specifically for this purpose). We present the results of our threat
modeling exercise, stressing again that the issues we raise here are a superset of the possible

issues that ODK deployment architects might face in practice.

Security and privacy goals We begin by identifying possible security and privacy goals
that stakeholders in an ODK deployment may have. Computer security literature often refers

to the “CIA” goals for computer security: confidentiality, integrity, and availability.
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1. Confidentiality. An adversary should not be able to learn private information about
individuals or sets of individuals whose data is collected as part of the ODK system. We
can consider varying levels of confidentiality, e.g., it might be OK for some adversaries
to learn aggregate information (such as the total number of patients) but not individual
information (e.g., the records for a specific person). Confidentiality might also apply
to the enumerators (e.g., the healthcare workers)—an enumerator may not want their
location or time of data collection disclosed to some adversaries.

2. Integrity. An adversary should not be able to cause false information to be collected
or stored as part of the ODK application. These adversaries might include enumera-
tors trying to avoid doing their work, beneficiaries lying to enumerators, application
developers surreptitiously modifying data after collection, and so on. Guaranteeing
that false information is never collected may be difficult or impossible in general. An
alternate version of this goal may be: it should be possible for the managers of the
deployment or the data analysts to detect and/or mitigate discrepancies due to false
data collection.

3. Awailability. Data, and the ability to collect data, should remain available even if a
device is disconnected from the Internet for an extended period of time, or if the device

is lost or stolen. Remote access to servers should be robust to denial-of-service attacks.

Potential adversaries We next identify potential adversaries and adversarial goals to an
ODK deployment. Potential adversaries include any stakeholders of the deployment itself,
as well as external actors. For example:

e Enumerators may provide fake data in an attempt to simplify their own jobs, or may
violate the confidentiality of data provided by a beneficiary by disclosing private in-
formation (e.g., HIV status) to someone not intended to learn the information (e.g., a
spouse).

e A given deployment may involve multiple partners who are involved with different parts

of the deployment and are intended to have access to different forms and/or data. A
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malicious partner might violate this intention.

Governments or other powerful organizations may target sensitive ODK deployments
(e.g., those collecting information about government-related opinions) in order to learn
the identities of or information about stakeholders involved in the deployment.

Other adversaries not targeting the deployment specifically may nevertheless cause
problems. For example, external hackers may attack the deployment servers and cor-
rupt or steal the data or take the server offline, or thieves may steal mobile devices

involved in the deployment for the hardware, resulting in the loss of data.

Potential threats Finally, we consider concrete threats that may result from the above

adversaries. For example:

Unauthorized access to forms or data on the device, or to the remote server, to access,
modify, or delete data

Entering fake data into a form (maliciously or accidentally)

Coercing or bribing enumerators or other deployment stakeholders to reveal sensitive
information about the deployment or beneficiaries

Physical theft of a mobile data collection device

Legal access to data, e.g., through a subpoena

Inability to use the data collection application

Fake ODK applications on software marketplaces

Improper disposal of devices used in data collection

Other malicious applications installed on devices

Information leaking to other applications on the device

Denial-of-service attacks preventing data from being uploaded to the server

Some of these threats are not solely hypothetical. For example, by default ODK data is

stored in plaintext on the SD card; this data can easily be extracted from the device and is

world-readable in some versions of Android.
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4.4.2 Possible Defenses

We now turn to possible defenses. Some of these defenses are already available to ODK
deployment architects, some embody standard best practices but have not been incorporated
into ODK yet, and others employ either new ideas or ideas from the computer security

literature.

Available defenses and best practices Existing security measures supported by ODK
or otherwise available on Android include:

e Encryption of saved ODK data

e Encryption of the Android device

e Encrypted connection to the server (i.e., TLS/SSL)

e Access control for server access

e Android apps to lock down phone capabilities

e Checks to prevent or detect fake data entry

e Locking the phone screen

e Keep software up to date

Additional defenses We considered a set of possible additional defenses. We report here
on those that we later discussed with participants because we thought they had the most
potential to be relevant to a variety of deployments. These additional defenses include panic
passwords, geographic restrictions, and dongles to replace or augment passwords. Panic
passwords are passwords that can unlock a device but simultaneously trigger an alert, erase
data, or present synthetic data |21]; panic passwords are particularly useful when users might
be coerced into unlocking a device against their will. Geographic restrictions refers to the
notion of limiting certain functionality, e.g., data collection or access, to specific geographic
regions. Using authentication dongles instead of passwords can lead to increased usability,
assuming that the user has a dongle in their possession; using dongles in addition to passwords

can provide greater security than passwords alone.
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4.5 Methodology

In Section we surfaced a spectrum of threats and security considerations potentially
applicable to ODK-based deployments. However, as noted earlier, not all threats are equally
likely nor have the same impact. Some threats may never manifest because they are either
too costly for an adversary or the rewards to the adversaries are too little. Given this nuanced
perspective, a key question thus arises: which threats should a deployment seek to mitigate?

This question leads to the second major component of this work: to provide an informed
understanding of how ODK users currently perceive the computer security landscape. We
designed a two part study—a survey (Section followed by in-depth interviews (Sec-
tion —to better understand these issues. We received approval from our institution’s
human subjects review board to conduct our surveys and interviews. We have also disclosed
the results of this work to the core ODK development team, a common practice in security
to ensure that developers can react to system vulnerabilities that may be exposed through

research.

4.5.1  Survey

We recruited participants through emails to two public mailing lists of ODK developersﬂ and
Communityﬂ. The survey was open for a period of five weeks. We expect that the survey took
around 30 minutes to complete. We asked participants to provide answers corresponding to
a single deployment that they were most comfortable answering questions about, even if
they had been involved in multiple projects that used ODK. We did not collect demographic
information such as gender, race, or citizenship. We received 56 submissions. All participants
reported that they use mobile devices for data collection and use at least one ODK tool.
Survey questions addressed a variety of topics including: type of data; domain of data;

size and length of deployment; defenses considered or used; security concerns; incidents of

'https://groups.google.com/forum/#!forum/opendatakit-developers

Zhttps://groups.google.com/forum/#! forum/opendatakit


https://groups.google.com/forum/#!forum/opendatakit-developers
https://groups.google.com/forum/#!forum/opendatakit
https://groups.google.com/forum/##!forum/opendatakit-developers
https://groups.google.com/forum/##!forum/opendatakit
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data or device loss, theft, and/or compromise.

4.5.2  Interviews with ODK Users

To more fully understand into specific aspects of deployments, we conducted in-depth follow-
up interviews with survey participants. 33 of the 56 survey respondents submitted their email
address, giving us permission to follow up with them for a phone interview. We contacted
all of these people via email to set up interviews. We interviewed ten of these people 33.
Most of the people interviewed were in the “deployment architect” role, but some may take
on more than one role. We chose to focus on these stakeholders, rather than beneficiaries,
enumerators, or donors, because deployment architects typically have both a broad view of
the deployment and direct involvement.

Our interviews were wide-ranging. We began with a script and had a list of questions
we hoped to get answered. As the responses were free form, however, at times the order
of questions changed or followed a segue specific to a previous answer. Topics covered
included: the participant’s role in the deployment, stakeholders or other people involved
in the deployment, the purpose and organization of the deployment, what type of data is
collected and whether any of it might be considered sensitive, and possible security or privacy
concerns or other issues that might have arisen during the deployment. We also elicited from
participants their attitudes toward the defenses described in Section 4.4, These one-hour
interviews were conducted via Skype or phone and were audio recorded with participants’
consent. Participants included two women and eight men. The deployments spanned several
data domains (some more than one): two agricultural, five medical, seven humanitarian, and
five in other domains. Nine of these deployments were in developing regions, recalling the
observation in Chapter [1| that ICTD is relevant to low-resource settings beyond those in the

developing world.

Interview analysis Two researchers were present for almost all interviews and took writ-

ten notes, which they shared with other group members. Other researchers listened to some
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of these interviews, took additional notes, and looked at the notes before meeting as a group.
As a group, we did an affinity diagramming exercise to come up with a list of themes. The
same two researchers independently listened to the recordings and took structured notes
based on the themes that were identified in the affinity diagramming exercise. These notes
were then checked for agreement before reporting any results. Note that some participants’
opinions may have been inconsistent within an interview—these inconsistencies were noted
when observed, and interviews were revisited when researchers’ notes were inconsistent to
determine whether the researchers disagreed or the participant had mixed feelings about a

specific topic.
4.6 Survey Findings

Before designing our in-depth interviews, we conducted an exploratory survey. Its findings

helped us formulate topics and participants for further investigation in interviews.

Overview Most of the 56 respondents collected data in at least one of three data domains:
medical (21), humanitarian (22), and agricultural (18). Many categorized their data in mul-
tiple ways: 25/56 collect data in more than one domain. A majority (40/56) of respondents
reported using paper for data collection in the past. As we discuss in subsequent sections,
the switch from paper to digital data collection may influence how people think about data

security.

Sensitive data We expected to find a correlation between the domain about which data
is collected and whether that data is considered sensitive by the survey respondent. Instead,
we find that respondents across data domains consider some of the data they collect to be
sensitive. Of 55 respondents who answered the question, 36 reported collecting sensitive
data, spread across data domains: 16/21 in medical, 18/22 in humanitarian, and 11/18 in
agricultural. This is a cogent reminder that the security of a tool should not be contingent

upon its intended domain.
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Security risks and incidents Our survey asked respondents about whether their deploy-
ments had encountered particular security or other incidents, such as lost or stolen data or
devices. 17 respondents reported lost (14) and/or stolen (9) devices. Though a lost or stolen
device could result in compromised data (since there are ways to access the data once one
has access to the physical device, as discussed in Section , respondents did not neces-
sarily equate device loss with data compromise: only 7 of the 17 respondents who reported
lost /stolen devices also reported that data had been leaked, stolen, or that they didn’t know.
This mental model may be reasonable—for example, hardware thieves are not necessarily
seeking the data on the device—or it may represent a misconception in some cases. One of
the goals of our subsequent interviews was thus to learn more about these kinds of incidents,
and participants’ perceptions of them.

When we asked explicitly about lost or compromised data—which represents direct knowl-
edge of a security incident—9 respondents reported that they had lost data, 2 reported a
data leak, and 2 reported stolen data. These results were interesting to us because they
suggest that ODK deployments do face at least some level of security threats in practice.
We investigate these issues in more depth in our interviews.

We also find that 29/56 respondents report that devices are shared by more than one
person in their deployment. This is a difference between common usage models outside
of low-resource settings, where it might be expected that each user has their own device.
Device sharing can pose a risk in some situations because it means that data collected by
one individual could be available to other individuals or that the device’s behavior (e.g.,

security settings) might change between users in unsuspecting ways.
4.7 Interview Findings

We now turn to our semi-structured interviews. These interviews allowed us to dive more
deeply into issues raised in the survey, to provide concrete ICTD-specific perspectives to our
threat model, and to gain a more complete understanding of participant attitudes toward

security.
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4.7.1 Concrete Security Goals

Our survey results in Section found that many respondents collect sensitive data (in-
cluding 8/10 of our interview participants), and our security analysis in Section surfaced
several interpretations of what “sensitive” might mean. We use our interviews to under-
stand more concretely what our participants mean by “sensitive” as well as their broader
security goals. We find that data availability and data integrity are explicit, prominent goals
for ODK deployment architects, whereas confidentiality is not; however, when prompted to
threat model, ODK deployment architects do identify reasons for which confidentiality can

be important in ICTD contexts.

Data loss (availability) For several participants (6/10), a main concern related to the
potential derailment of their deployment was data loss. To ODK deployment architects, data
loss refers to collected data becoming permanently unavailable (and not to the computer
security concept of data loss prevention, or the exfiltration of confidential data). P1, when
asked about the greatest threat that could derail a deployment, responded “far and away
it’s data loss. It’s just losing the data somehow”, going on to say “I don’t worry about
somebody getting a copy of the data, I just worry about getting the original data from the
remote enumerator into a centralized database.”

In one case the possibility of data loss outweighed the perceived value of security features

like encryption, which would support higher confidentiality of data:

P2: [Encryption| did cause us some problems and that’s why we didn’t continue it

.... You try to submit some data, some of them get lost along the way somehow.

Erroneous data (integrity) Another significant security goal that deployment architects
identified was the protection against the entry of falsified data by enumerators. 6/10 par-
ticipants indicated that they know they have received false data in the past. This goal is

a specific example of a data integrity goal, against a specific class of adversaries. From the
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interviews, we learned that enumerators might fabricate data for several reasons, such as
avoiding travel to interview locations or shortening interviews by answering “no” to ques-
tions that lead to long subsections of a form. P5: “Enumerator fatigue is just as real as

[beneficiary| fatigue.”

Exploited data (confidentiality) Compared to data loss and erroneous data, partici-
pants seemed significantly less concerned about data confidentiality. When asked to threat
model possible ways in which unauthorized parties might access data and what their goals

might be, participants identified a number of hypothetical consequences of data breaches:

e Loss of job, e.g., for beneficiaries
e Loss of life or threats of physical harm
e Theft or looting, e.g., knowing a place is vulnerable

e FEmbarrassment in front of donors

Several of these consequences fit under the broader umbrella of avoiding harm to beneficiaries—
a risk that ODK development architects seemed particularly concerned about, when asked

to ponder the impact of data disclosures.

Although the impact of a data breach can be greater than the impact of lost or erroneous
data, the overall risk of such a breach might be less (since, presently, adversaries do not
seem to be intentionally trying to breach the confidentiality of the data collected in these
deployments). Deployment architects we interviewed seemed to have informally come to
this conclusion. Consequently, participants did not consider the potential of data breaches
to warrant additional protection beyond their current practices. Moreover, we asked all
participants if there was any data that they were interested in but did not collect for computer
security reasons; the answer was universally no. Despite the low risk, the damaging effect of
data breaches is also not purely hypothetical; P3 reported that a beneficiary lost a job when

similar data collected in a previous (non-ODK) deployment was reported to their supervisor.
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4.7.2  How Threats Could Manifest

Having now mapped from the abstract security goals in Section [4.4]to concrete instantiations,

we turn to studying concrete threats against ODK deployments.

Hardware theft (or loss) Theft of devices was one of the threats that participants
thought was the most likely to happen in their deployment. This threat is not hypotheti-
cal. Recalling Section , 17/56 survey respondents reported lost or stolen devices. In our
interviews, three reported having devices stolen, and one participant seemed surprised that
no devices had yet been stolen in their deployment.

However, echoing our survey findings, data confidentiality was not thought of as the
primary concern if a device was stolen or lost. Instead, security of physical devices was
approached as a separate issue from data security by most participants. For example, one

participant indicated:

P2: We're hoping it’s just about the hardware, that’s fine. But I don’t think it
could be an issue about the data inside the tablet. ... It’s kind of fine, like “take
it, reset it, don’t look at the data, and enjoy the tablet.”

Despite the known potential for device loss or theft, not all participants considered device

loss or theft a serious risk; some thought that the devices were expendable.

Enumerators as adversaries FEnumerators are recruited using a variety of strategies,
ranging from organization employees to anonymous volunteers with no organizational affili-
ation. Whereas most enumerators likely have no ill intent, participants identified a number
of ways that an enumerator could become an adversary:
e Selling data being or coerced to leak data
e Fabricating data to avoid some part of their job (e.g., travel to a possibly dangerous
location, fill out a long boring questionnaire, ask uncomfortable questions)

e Make honest mistakes with data entry
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e Accidentally download malware or use excessive amounts of data for non-work activities

e Not caring for the hardware properly/sufficiently

All of the people we talked to have concerns about the veracity of the data being collected
by these enumerators, which relates to the data integrity goal. Six were aware of enumerators
entering fake data in the past. In at least one case, an enumerator was fired upon clear
evidence that he knowingly and intentionally submitted fake data.

Participants noted both technical and non-technical methods that an enumerator could
use to compromise the privacy of beneficiaries. There was skepticism that enumerators have
the skill to mount even modestly sophisticated technical attacks. However, P3 noted the
feasibility of non-technical attacks. The easiest way to gain access to the data might simply
be to talk to the enumerator that conducted the interview: “it would be much easier to
bribe or go and see an enumerator and offer him a beer.” A key lesson is threats may exist

regardless of the technical defenses.

Weak vs. powerful adversaries Most of the attacks we have discussed so far would be
carried out by adversaries with limited technical skill and resources. Although these weak
adversaries can pose threats, a powerful and motivated adversary can introduce a wider range
of threats and potential attacks. For example, if an attacker does not know how to copy data
off of a device, the device may be much safer than paper, which can be read by anyone. For
a stronger adversary with technical skill, however, digital data could be duplicated without
leaving evidence of a data breach.

The most explicit example of a powerful potential adversary came when one respondent
indicated that their data, when viewed in aggregate, could reflect a group perceived as

dangerous in a negative light, stating:

P2: We record violence that those children might have went through walking
on the street. And actually it turned out that the highest perpetrator is, well
I cannot mention the name now, but ... it’s a very dangerous group. We still

collect it on the tablet but we don’t give out this information to anyone because
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it will put everyone at risk, whether us or those children, everyone in the program
will get in trouble if we give out who is the highest percentage of the perpetrator
... We only give it to the UN agencies if they request it, and then we keep it
in conversation, we don’t actually email even this information, because if it gets
intercepted, again, everyone would be in trouble. So it’s not stopping us from

collecting the data, it’s just sharing the data becomes trickier.

In general, even if they had given consideration to more powerful adversaries, they did

not seem to have ideas of how those adversaries might compromise their system.

4.7.8  Mitigations

We now explore the steps participants take or might take to mitigate computer security risks.

Defending against enumerators faking data While most enumerators are likely trust-
worthy, Section identified untrustworthy enumerators as a real threat. 6/10 respondents
indicated that they include explicit checks into forms or look for data abnormalities to detect
possible fabricated data. These checks include: (1) GPS readings to ensure the enumerator
was in an appropriate location when completing the form (2/10), (2) timestamps to measure
survey completion time (2/10), and (3) requiring enumerators to take photographs of rele-
vant locations (2/10). In some cases enumerators are informed these checks are monitoring
their actions, while in other cases they are not.

However, others noted that these checks do not come without additional costs. In some
deployments, there might be a desire not to collect GPS coordinates due to sensitivity or
technical constraints (e.g., the enumerators are surveying a threatened population or because
it takes too long to register a GPS signal). A broader lesson, well-known in the computer
security literature, is that computer security defenses can come with a cost, and that it can
be challenging to balance between the benefits of the defense and the additional costs; in
this case, for example, collecting GPS coordinates for all deployments could result in vio-

lating the privacy of enumerators (since their precise locations would be known) or harming
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beneficiaries (if the locations of the beneficiaries are sensitive, and the data were ever to be

exposed).

Defending against non-prescribed device use The security of devices can be com-
promised by malware or non-prescribed uses that could impact the deployment, e.g., by
transmitting data to an external source or consuming a data quota. Organizations were
aware of this threat and took several precautions to limit certain aspects of device use. 4/10
respondents reported that they employed defenses at the level of the mobile device software,
such as an app that limits the functionality supported by a device. For example, the de-
ployment devices might only allow the ODK app and a GPS app to be opened without an
administrator password.

However, some participants provided reasons why they would not completely lock down
devices. One participant made exceptions based on the context of individual enumerators’
duties. Those going into a conflict region, for instance, were given devices that were not as
locked down, including access to phone and email apps, to keep them useful if they were to

be in danger and require a phone:

P3: T couldn’t see myself limiting them from the benefits they could get from the
tablet in case they were in this kind of [dangerous| situation. Meaning having

access to phone, having access to their emails.

The existence of these exceptions speaks to the tradeoff mentioned earlier: incorporating
computer security defenses can have negative consequences, and the benefits of security

defenses may not always outweigh those consequences.

Protecting devices Since the risk of losing or breaking a device is real, and since the
devices are physically under the control of enumerators, some participants employed mech-
anisms to help enumerators physically protect their devices. A strategy expressed by at

least three participants was to confer liability of the tablet (e.g., cost) to the enumerators,
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believing that this would cause enumerators to taking greater care with the tablets. Some
gave the participants protective cases along with devices, used plastic containers to transport
devices, or locked devices in cabinets.

Participants also described what they do after a device has gone missing. One survey
respondent mentioned tracking down the device based on GPS location. Others used the
phone’s remote wipe capability, if the device was able to connect to the Internet. The use
of remote wipe suggests some concern over protecting the confidentiality of collected data
though, as noted in Section [4.7.1] confidentiality did not emerge as a goal on the forefront of
participants’ minds. Indeed, many of other precautions employed by participants to protect
devices (e.g., making enumerators financially responsible or locking devices in cabinets) speak
more to protecting the devices themselves, not protecting their data.

The need to protect devices was not, however, universally recognized, with multiple par-
ticipants downplaying the importance of protecting devices. One such participant reported
zero devices stolen and only a single device damaged. P1 reported never having a device
stolen, and reported believing that the “the job itself is more valuable” to enumerators than

tablets, going on to say of device theft: “I think that it’s a baseless worry”.

Backend choices Although most of the threats discussed so far pertain to data while
on a mobile device, the security of data is a consideration when aggregated as well. No
participants indicated that they are concerned about accidental or malicious modification
of data once it is stored centrally. Participants expressed varying degrees of understanding
about the security guarantees of their data backends. P6 was aware of avenues for data
accessed once the data was on a server that could have implications for confidentiality. P3
reported that they would have liked to determine how frequently their partners were viewing
the data, as well as to know if the data had been downloaded.

Data is moved to at least one external hosting site in 8/10 deployments. One participant

indicated familiarity with the security guarantees of their hosting company:

P2: They say that everything is secure and that their servers. . . [are] underground
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[providing] maximum security, no one can infiltrate their data.

Moreover, in this case the participant seemed to delegate security decisions to the hosting
company, trusting the hosting company to be secure rather than encrypting their data. Del-

egation of security responsibilities to other entities may, however, not always be warranted.

Security through obscurity Some participants felt that digital data collection provides
some measure of security through obfuscation. To access data on the device requires technical
skills and/or knowledge of where and how data is internally represented. An adversary with
these skills might be able to duplicate or modify collected data without leaving any trace
of their activities. Generally, however, participants were not concerned about this type of

attack. For example:

P5: If someone’s really interested in the content, it’s easier to steal a stack of
papers than it is to steal ... the technical maze you need to actually make sense
of the data. So relative to someone on the ground being able to steal the data

content, tablets are much more secure than paper.

This might have been true for the type of adversaries they were most concerned about,
but we point out that these technical skills (as evidenced in an earlier section) can be common
depending on the context and the adversary. State actors would not balk at the technical

capacity required to compromise a mobile device.

Attitudes toward proposed defenses In Section we discussed several possible de-
fensive directions, including defenses already available within ODK, additional best practices,
and new directions. Although no one used encryption, the potential value of encryption was
widely recognized. Participants did identify challenges to using encryption. For example, P2
indicated debugging data loss was more difficult when encrypted: “at what point something

went wrong—I was not able to figure that out”.
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As a negative result, and contrary to our expectations, no other defense was seen as po-
tentially useful by a majority of participants. Concerns with these defenses were based on (1)
(perceived) difficulty of setup, (2) difficulty of use (for enumerators), (3) sufficiency for solv-
ing the problem, and (4) monetary cost. As a concrete example, P6 believed that password-
based protection would not be effective due to the practices of enumerators. “[Passwords]
might not work with people because. ..I will give it to you because I know you.” Geo-based
security would not work for P3 because there is no GPS data available for the sites they are
surveying, making GPS impossible to configure. P5 reported that “sometimes the GPS just

doesn’t work on these devices.”

4.7.4  Broader Context

Finally, stepping back, we discuss several factors participants surfaced that influence their

knowledge, mental models, and actions surrounding computer security.

Roles and responsibilities An important factor in what technical defenses are considered
or implemented is how much responsibility the deployment architect takes for determining

the appropriate security mechanisms.

P7: You know the company in their mind, they would keep saying, “Well, after
the pilot is done, you're going to bring the server back to our data center, right?”
And I kept reminding them that, look, “Are you guys experts in security? What
if someone really got interested in the entire data set? What if they hacked in?
Are your IT guys savvy enough?” ... It was sort of a process, we were trying to

encourage them that the cloud is a [more| secure environment for them.

Another participant cited a lack of technical expertise as an explanation for their decisions

to make weaker security-related decisions:

P8: And the local server also has several passwords, and the password that I'm

using for the local servers is probably not as secure as it should be. I'm not
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really an IT guy, and as you may know setting up a local server is complex and
a bit finicky. It’s very easy that it doesn’t work, and it’s hard in my experience
troubleshooting getting it working right, so I've tried to keep things as simple as

possible, and it works but it could be more secure.

As we discuss further in Section [5.4] the dispersal of responsibility for computer security
decisions among different stakeholders in a deployment, and among people with different
degrees of technical expertise, affects the security-related decisions and tradeoffs that are

made.

Ethics board considerations Another group that may (or may not) be responsible for
enforcing secure practices is the Institutional Review Board (IRB). Most participants con-
sidered ethical issues related to their deployments, and three reported experience with an
IRB. These three participants had experiences with IRBs in more than a single country and

stated that the IRB process and requirements varied widely between countries:

P1: There are not universal requirements for the IRB ... It’s kind of wild west
stuff actually. There’s no universal requirements ... They will put requirements

that are specific to that piece of research so it depends on very much on the area.

This variation may be desirable: P3 mentioned that an in-country IRB supported work
that was relevant and acceptable in the local context but that may have seemed problematic
to foreign IRBs. However, weak IRB requirements can also have negative security conse-
quences for deployments. Since the IRB is in a role of requiring compliance with its policies,
deployment architects may defer to those requirements. IRBs, however, may lack the tech-

nical expertise (or otherwise fail to) require specific security practices:

P1: [Encryption is| something [the IRB] should be requiring and . .. just lack the

technical sophistication to ask for it.
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As the technical contractor hired for the deployment, this participant did not consider
themselves in a position to impose technical requirements on the study, deferring instead to

the IRB’s (weaker) requirements.

Community privacy and security norms Although our goal was not to understand the
subtleties of the communities in which ODK is deployed, local norms may play an important
role in threat modeling. For example, although knowledge of what method of birth control
a woman uses may not be particularly sensitive data in some places, such data could be
considered significantly more sensitive in places with more conservative values. Similarly,
some types of data may be considered less sensitive in local cultures than in the (different)
culture of a deployment architect. For example, one participant was surprised by the amount

of information shared by a collaborating organization:

P4: The privacy concerns of the schools from my experience are not particularly
strong. For example, something that I would consider to be sensitive is they have

. information about either special needs or poor households ... When we’ve
requested summary statistics from them, we’ve often received a lot more details
than I would expect them to be comfortable sharing. ... In general I think, in
the rural areas where we mostly work, a lot of these things are kind of treated as
common knowledge. Within the village everybody knows who’s poor, everybody
knows if you have some sort of special needs, so I don’t think it’s really on the

forefront of their minds.

Sensitive groups Five participants considered data they collected about vulnerable groups—
such as children, women, refugees, and victims of violence—especially sensitive. One partic-
ipant voiced this concern emphatically, suggesting that the vulnerability of the population

was a larger consideration than the particular type of information collected:

P5: The most sensitive part about it I think that would jump out to an external

eye is just the fact that you’re working with a vulnerable population, and that
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population being children. Kind of full stop there. ... Yeah, you're collecting
data about their weight and their age and stuff, which ultimately isn’t sensitive,

but you're collecting data about children.

Historical context: paper forms When the technology used in a deployment changes,
mental models surrounding that new technology are influenced by mental models about the
old technology. In this case, many (9/10) of the participants had previously employed paper
forms for data collection, before switching to ODK for digital data collection. In some cases
participants still use paper forms for some parts of their data collection. Though there are
many axes along which to compare these two technologies, we focus specifically on security
issues here. Participants had mixed views about the security of digital data collection as
it compares to the security of paper data collection and gave examples both of how they
believe digital may be more secure than paper and of how paper may be more secure than
digital.

Several key security advantages that participants mentioned of digital over paper are
based in the fact that data is uploaded to a server (when a network connection is available).
This syncing improves data availability—reducing the amount of data lost when a device is
lost—and data integrity—allowing rapid feedback to enumerators to improve the quality of
their data. There was also a perception that digital data collection improved the confiden-
tiality of data, because it increases the technical barrier to reading data from a device than

from a paper form:

P1: Those surveys that were done on paper were openly readable to anybody
who had access to the paper. And their privacy is better served by putting the
data into a format that is inaccessible. Our enumerators collect all this data, but
as soon as they collect it, it’s locked away from them. So they can’t share it with
each other in any way. And they can’t review it. They can’t do anything. They

can record it, but then all they have is their memory of it.
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This perception reflects the previously discussed “security through obscurity” mental
model exhibited by several participants—that the barrier of technical knowledge is sufficient
to protect the data. In the face of a moderately technical adversary, however, the threat to
confidentiality may be greater, since that data can be easily queried (unlike searching through
many paper forms). Participants generally did not consider such adversaries, however.

Increased confidentiality can also come from the ability to employ technical means to

protect digital data:

P1: The digital database provides a kind of guarantee of confidentiality if only
because it’s controllable and inaccessible and transportable in a way that is con-

trollable. You can password protect every part of it.

On the other hand, a key security disadvantage of digital data collection that participants

mentioned was that it affords the collection of more, and more sensitive, information:

P1: The only thing that is specifically unique to doing digital data collection is
that you have more identifying information, like you have the GPS coordinates
of people’s homes and you have the times and dates when they were there. ...
And you could have photographs and audio recordings and all kinds of things ...

those things are unique to digital data collection.

Finally, there are differences in security perceptions on the part of the people from whom
data is collected. One participant mentioned that beneficiaries are (perhaps incorrectly)

more trusting of tablet- than paper-based data collection:

P2: [When] you use the tablets... they feel a bit more safe than when you're
using the paper forms. ... They ... trust you more when you’re using those
tablets because they also assume that it’s going to be more secure than carrying
around a bunch of paper forms ... But actually if they know how the tablets

also work. .. technically it’s still as insecure as paper methods.
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4.8 Discussion

Having presented our threat model, survey results, and interview results, we step back and
reflect upon their broader implications. These implications are in addition to more specific

lessons and recommendations mentioned previously.

4.8.1 Broader Considerations

Diversity of stakeholders and views on security As in other ICTD contexts, our
results surface the importance of considering the full spectrum of stakeholders, who may
each have different perspectives on computer security. (Indeed, as we consider in our threat
modeling process, some stakeholders may also become adversaries.) We summarize several
previous examples to underscore the importance of considering this diversity. For example,
ethics boards have a sense of breadth that comes from their exposure to many different
projects, but are not necessarily well-versed in specific technical best practices. Meanwhile,
the data being collected ultimately comes from beneficiaries, who may have different percep-
tions about the sensitivity of their own data. External parties do not necessarily understand
local context, while locals may not realize how information could be misused outside of that
context. These differing perspectives must be carefully considered for each deployment. The
diversity of stakeholders and stakeholder views on computer security means that there may

not be a “one size fits all” solution for computer security for ICTD systems.

Challenges with diffused responsibility A consequence of the diversity of roles and
responsibilities within a deployment, also surfaced in Section , is a perceived (or actual)
dispersal of responsibility for security. This can lead to an environment where no one feels
they are able to intervene with what they consider best practices. This surfaced in multiple
ways. For example, one participant was thinking about security but felt unable to act
because their development contract did not ask for security defenses. As another example,

in their description of how their system uses a cloud hosting company, a participant delegated
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security responsibilities to the hosting company rather than consider the system holistically.
Even if security decisions are consolidated to a designated person within an organization, an
additional challenge is that many actors may still have a role in implementing the chosen

security defenses, ranging from enumerators to development architects.

Considerations for threat modeling Deployments are more likely to be secure if, before
data collection begins, an organization considers how data might be used and who might
want it. As part of our interviews, we invited participants to create threat models for their
deployments. Some had already begun this process, but only one had done it formally.
We believe that this process is valuable, because even if no new or realistic threats are
uncovered, it is important to make security choices grounded in a thorough understanding

of the tradeoffs rather than in an ad hoc manner.

A common theme in our interviews was the perception that the relative technical sophis-
tication required to access digitally collected data made it more secure. Though many of the
realistic threats and adversaries considered by our participants may indeed be thwarted by
the need for technical expertise, we caution deployment architects to consider more sophis-

ticated adversaries as well.

In particular, technologies, threats, and adversaries may change over time, so threat
models must be periodically reevaluated. Collected data may be retained for a long time,
and in that time it is possible that new attacks will emerge that make it easier to access
that data and/or that the data may be used or combined in unanticipated ways. Even if an
attacker’s capability does not evolve, the value of a beneficiary’s data may change over time
(e.g., as a child grows up and enters politics), increasing the willingness of an attacker to
put forth technical effort to carry out an attack. Section 4.7] discussed how a transition from
paper to digital data collection has already affected threat models, emphasizing that threat

modeling must be an ongoing process.
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ICTD security can leverage traditional security In studying computer security for
data collection systems in ICTD, we find that, broadly speaking, the challenges to implement-
ing computer security in an ICTD context echo challenges that are well known in non-ICTD
contexts. For example, both contexts face tradeoffs when attempting to integrate security
with other (usability or functionality) goals, and both contexts can benefit from employing
computer security best practices. One difference, however, is that there have been few high
profile attacks on ICTD data, and hence ICTD deployments have not felt the same adver-
sarial pressure as other technology domains. We posit that if high profile attacks do emerge,

they will transform organizational attitudes toward the likelihood of future external threats.

4.8.2  Recommendations for System Designers

Finally, we step back and make recommendations for the designers of systems like ODK.

Implement defenses to fit current workflows Since users of a system must make
practical tradeoffs, it is important to design defenses and other security features so that
they fit into existing workflows. Successfully integrating into workflows is non-trivial. It is
a central issue in Chapter [5] Designing systems that are both secure and usable is a central
challenge in security research. Security and ICTD is not free from these challenges. For
example, in Section we found that no participants enable encryption, despite abstractly
finding it valuable. Often this decision was made consciously, not accidentally—those who
experimented with encryption chose not to use it when they lost data or because they found
it made debugging more difficult. In other words, if ODK simply made encryption the
default, that would not necessarily increase its use and may harm other deployment goals
(e.g., data availability). Instead, features like encryption must be designed in a way that also
supports other deployment goals (echoing existing lessons learned in the computer security

community, e.g., [87]).
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Support auditing of device use and data Increasing the extent to which systems can

be audited would address concerns about data integrity (Sections [4.7.1 and |4.7.2)). Logging

mechanisms could detect non-prescribed use (Section but allow non-prescribed actions,
like phone calls, in emergencies, compared to phone locking applications which cannot make
exceptions without a password. Records of when and how often data was viewed, both on
the device and in the cloud, can reveal access patterns that might indicate inappropriate
curiosity or malicious intent. Similarly, one participant suggested that recording when a
screenshot was taken would be useful to indicate that data may have been inappropriately

captured for distribution.

Consider the broader technical ecosystem In addition to considering human factors
of a threat model (e.g., different perspectives on security), it is important to consider the
broader technical ecosystem in which an application may be used. For example, malicious
applications may be installed on the same device as a digital data collection application like
ODK, suggesting that designers should be cautious about data they write to world-readable
locations on the device. Additionally, system designers may rely on external components
for certain functionality: for example, QR codes—as used by one of our participants—may
be read by an external application; indeed, ODK developers recommend using a third-party
application to scan QR codes. System designers must include these external components
as part of their threat models. For example, some QR code applications may transmit QR
codes or GPS coordinates to their backend systems, which may violate the data flow and data
privacy expectations of an ODK deployment architect. Consequently, it may be preferable
to implement certain functionality directly into a system rather than relying on (possibly

untrusted) external components.
4.9 Conclusion

Digital data collection is an important activity for many organizations in the developing

world. We focused on ODK as a widespread digital data collection platform and conduct
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a computer security threat modeling exercise to evaluate attacks that could target ODK
deployments. We conducted a survey and interviews with organizations using ODK to un-
derstand what threat models are considered in the field. Leveraging our threat model, survey,
and interview results, we explore the challenges of computer security in digital data collection
in an ICTD context and make recommendations to organizations seeking to keep their data

secure.
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Chapter 5

DUCES: A FRAMEWORK FOR CHARACTERIZING AND
SIMPLIFYING MOBILE DEPLOYMENTS IN
LOW-RESOURCE SETTINGS

Even in the most capable hands, technology is never a complete solution. Understanding
how to effectively use tools like chose described in Chapters |2 and |3]is as much of a challenge
as creating the tools themselves. Devising effective workflows and deciding how to incorpo-
rate technology is a significant challenge. In this chapter I describe DUCES, a conceptual
framework for characterizing mobile deployments along five axes of design. DUCES allows
organizations to better understand deployment requirements and simplify decisions regard-
ing workflows. DUCES focuses on the workflow’s Data flow, User interface, Connectivity
model, Edit mode, and Server requirements.

This chapter originally appeared at the 2015 ACM Symposium for Computing on Devel-
opment (DEV ‘15) [76].

5.1 Introduction

Mobile devices are deployed in many low-resource settings for data-focused applications.
Creating these applications is nontrivial, consuming considerable time and resources [42].
Successful custom-built deployments can require years of iterative refinements to work out
stable technical architectures [61]. Smaller scale deployments often do not involve developers,
making reasoning about technology difficult. We present the DUCES framework, which can
be used to deepen understanding of a deployment and its requirements as well as to highlight

which requirements are most challenging technically. If these can be altered in a way that
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simplifies the architecture, the deployment will become more sustainable without external
expertise.

We have observed that a number of common paradigms exist in data-focused mobile
deployments conducted by groups in low-resource settings. Based on our experience, we
characterize these deployments along five axes of design: whether the Data flow is unidirec-
tional or bidirectional; whether the User interface (UI) is form-based or non-form-based; if
Connectivity is required to function; if Edits are non-transactional or transactional; and if
the supporting Server is merely a data repository or if it encapsulates logic. Using technology
always presents challenges. It is easy to argue for simplification, but developing intuitions
around how to do so can take years of experience and can be specific to a single technology.
The DUCES framework provides a way to approach simplification that is generalizable to a
wide range of scenarios and tools.

DUCES is aimed at small and medium-sized organizations seeking to leverage mobile
technology in low-resource settings. These organizations generally do not have the resources
to devise a custom technical solution. They are not creating new technical frameworks and
they do not have a developer on staff. They are seeking to build on top of existing solutions
to leverage mobile technology. Such organizations frequently face difficulties when trying
to reason about diverse requirements and their implications [17]. In these organizations,
deployment architects are generally not developers themselves. This frequently makes the
implications of requirements opaque. Many deployment architects lack even basic intuitions
about what is easy and what is hard. For example, supporting two languages is a fundamen-
tally different problem than working in the absence of an internet connection. Sending SMS
reminders automatically based on HIV status is more challenging than capturing GPS data.
Organizations frequently treat all requirements as equal, even though disconnected operation
or server-side automation might complicate the deployment by orders of magnitude.

In this chapter we explore five case studies of mobile deployments that leverage technol-
ogy in different ways. We analyze these deployments to gain a comprehensive understanding

of the various technical requirements that exist in mobile workflows in low-resource settings.
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The contributions of this chapter are to formalize a framework for understanding and simpli-
fying these mobile-based workflows. This framework, which we refer to as DUCES, elucidates
characteristics and intuitions that are latent in many data-focused mobile apps, including
those in high-resource environments, but that take on increased importance in low-resource
settings. Using DUCES, organizations can identify early in their process what components
are likely to require outside technical support and what is able to be accomplished in-house.

The paper is structured as follows. In Section we outline five case studies of mobile
deployments in low-resource settings. We summarize the requirements and goals of each case
study. In Section we describe the five axes of design that define the DUCES framework.
We revisit each case study, exploring how the requirements of the deployment impacted the
deployment architecture. In Section we discuss how the traits of our framework highlight
fundamental challenges that exist in mobile deployment architectures, how certain features
are in tension with one another, and the ramifications of these considerations on mobile
deployments. We revisit each case study to describe how DUCES was used to simplify or
could potentially simplify each architecture. We close by discussing the ramifications this

work has on organizations deploying mobile apps in low-resource settings.

5.2 Case Studies

The goals of a mobile deployment define the technical requirements. This is not always a
straight forward process. In this section we present five data-focused mobile deployments
to serve as case studies. They were chosen to provide a broad sample of requirements.
Characterizing them through the lens of the DUCES framework lends insight into what
sorts of technical solutions are appropriate given the constraints of the deployment. Three
of these case studies have been conducted by the authors, allowing insight into how DUCES
was used during development of the deploymentE] All have been deployed and used in the

field. Two case studies are based on published literature.

!Two of these three deployments are presented here for the first time.
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5.2.1 Longitudinal HIV Study

The first deployment is support for a study of HIV discordant couples in Kenya [79], as
previously discussed in Chapter 2. The study itself was designed by global health researchers
in order to longitudinally monitor couples where one partner is HIV-positive and the other
is not. Participants are screened, at which point data is collected, and at time points in the
future additional sets of data are collected. For both screening and follow ups, participants
are administered a survey on a mobile device. Different data is collected at different time
points about male and female participants. A particular form is administered to a participant
based on the time they have been enrolled in the study and their gender. This model of an
entry form with follow up forms is common in research studies [36].

Each day study coordinators perform basic analysis and create a list of participants that
require follow up. This data includes the subject’s unique identifier and the form that is
required to be completed. Enumerators are hired to take this information into the field,
locate the subject, and complete the specified form. They are equipped with mobile devices
that render the forms and provide a simple app-like user interface. Upon opening the app,
enumerators arrive at a home screen and are trained that they can screen a new participant,
perform a follow up interview, or submit collected data to the server. Sample screens are

shown in Figure [5.1}

5.2.2  Tuberculosis Test Results

In 2009 a digital form-based workflow was deployed in Lima, Peru to digitize tuberculosis
(TB) test results [5]. Sputum smears are collected at local health centers and the test results
are written in a ledger. Enumerators visit these health centers with personal digital assistants
(PDAs) that are equipped with digital forms. The forms have been designed to collect the
information that has been written in the ledger, and enumerators transcribe the contents
of the ledgers to the digital forms on the PDA. Upon returning to the central office, the
data is uploaded from the PDAs to an Oracle databased managed by Partners in Health,
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a non-governmental organization (NGO) operating in Lima. Data upload takes place over
the internet using the open database connectivity (ODBC) standard. The study designers
also extended the database to include automated processing of the data as well as web pages
that allow for summaries of the data and provide data quality checks. With this workflow,

processing times for samples were greatly improved.

5.2.83 Supply Chains Using Mobile Phones

Mobile devices have been deployed to improve the performance of rural supply chains in
resource-constrained environments [70]. For this deployment an organization (Logistimo)
noticed that stock outs were occurring at health centers in large part due to poor informa-
tion management and communication. They created a Java application for feature phones
that allows pharmacists to enter stock-related data, including the sale of items and stock
counts. This data is transmitted to a server via a cellular data connection or SMS. The
server component processes the data and removes duplicates that have arisen due to network
errors. The server is also responsible for sending alerts to supervisors via SMS or voice calls.
In addition, the server provides a “bulletin board” web application that shows streaming
information about the state of the supply chain. Synthesizing data in this way created ac-
tionable items that resulted in a drastic increase of availability of vaccines at local health

centers.

5.2.4  Chimpanzee Monitoring

As mentioned in Chapter , the Jane Goodall Institute (JGI) has employed a complex
chimpanzee monitoring system for a number of years. Under the system, a ranger follows
a group of chimpanzees through the forest over the course of a day with a complex paper
worksheet. This activity is referred to as a “follow”, and is broken into 15 minute time
intervals. Data is collected about each interval. Various data is recorded, including when
chimps arrive and depart, the estrus state of the female chimps, the foods consumed by the

chimps, and the presence of other species. All this information is captured on a dense paper
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worksheet consisting of a matrix with 15 minute intervals on the y-axis and chimp identifiers
on the x-axis. Arrivals and departures indicated by drawing a line in the corresponding 15
minute interval. A copy of the paper form is shown in Figure [5.2] in order to convey the
density of information on the worksheet. These sheets are periodically sent to researchers
that transcribe the data into a database.

One of the strengths of this model is that rangers are able to see a summary of the day’s
data at a glance, making it easy to visually audit data and revisit time points as the day
progresses. It also facilitates non-standard data entry. For example, times are not recorded
by writing an hour and a minute. Instead the ranger draws a line in the first third of the
box representing 9:00 to 9:15 to show that the chimp arrived or departed between 9:00 and
9:05. We designed an application to run on a 10 inch tablet that mimics this workflow. The
tablet was smaller than the normal paper form employed by the rangers and displayed data
of a single 15 minute interval at a time instead of the whole day’s data. Crucially, however,
data is displayed as it can be edited, affording rangers similar auditing power to the original
paper form. The application also uses icons to achieve the same pictographic data entry to
represent time that is provided by paper. The familiar tabular structure is preserved. A

comparison of the paper form and the tablet application is shown in Figure [5.2]

5.2.5 Aid Distribution

The International Federation of Red Cross and Red Crescent Societies in the Americas
(IFRC) often handles aid distribution after natural disasters. They recently piloted a pro-
gram where debit cards were distributed instead of physical goods. We devised a mobile
system to support this workflow. The pilot took place over two days in Kingston, Jamaica,
and involved 93 participants at two locations.

Registration and distribution are separated into two distinct phases. In the registration
phase, beneficiaries are entered into the system using digital forms on four mobile phones.
Basic data like name and address are collected. Each beneficiary is also assigned a paper

card with a bar code that will later entitle them to receive their debit card. After screening
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This permits stylized reviews mimicking the paper-based workflow.
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and before distribution, each screened patient is assigned a debit card number. Distribution
occurs an hour later. During the distribution phase, beneficiaries present their beneficiary
card and bar code, which is used by the mobile app to retrieve their information. After
confirming that it is correct, they are presented with the cash card and marked in the

database as having received the card.
5.3 The DUCES Framework

The DUCES framework provides a way to characterize mobile deployments. The framework
can be applied to mobile-based workflow, including applications produced by organizations
with significant resources. However, it is most useful in low-resource contexts where many
simplifying assumptions appropriate in high-resource settings are inadequate. DUCES con-
sists of five axes of design:

Data Flow (Unidirectional vs Bidirectional)

User Interface (Form-Based vs Non-Form-Based)

Connectivity Model (Connected vs Disconnected)

Edit Mode (Non-Transactional vs Transactional)

Server Model (Bucket-Based vs Processed)

AR ol S

Understanding where a deployment falls along these axes provides meaningful insight into
the technical requirements of a deployment. Deployment architects without a strong technical
background often lack sound intuitions surrounding mobile deployments. For example, we
have seen non-technical collaborators assume that altering the text accompanying a question
in a form will be as difficult as adding bidirectional data flow to an existing data entry tool.
DUCES is intended to better scaffold reasoning about deployment requirements in order to
prevent this sort of misunderstanding. If a deployment requires a bidirectional data flow, a
data entry tool that does not support the bidirectional movement of data can be discounted
out of hand. Better still, the bidirectional data flow requirement might be obviated by a
slight change in deployment protocol. DUCES provides a set of primitives that can guide an

understanding of technical requirements.
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In the following sections, each axis of design is described in detail. The case studies from
Section are used to illustrate how DUCES can be used to describe a variety of mobile

deployments.

5.3.1 Data Flow

Mobile devices are frequently used to collect and manage data, aggregating it on a server.
DUCES asks if this flow of data is unidirectional or bidirectional. In other words, does
collected data move only from the mobile device to the server, or does it also move from
the server to the mobile device? A unidirectional data flow is simpler to implement than a
bidirectional data flow, but it is also less versatile. Deployments can use each design to great

effect.

Longitudinal HIV Study The HIV study is a unidirectional data flow. Subject data
is collected using forms and later submitted to a central server. Data is never sent from
the server back to the device. Enumerators are essentially replicating a paper-based data

collection workflow, which is a unidirectional data flow.

Tuberculosis Test Results This too uses a unidirectional data flow. Data is tran-
scribed from the ledgers at health centers into the forms on the PDAs carried by enumerators.

At their central office they then submit data to the server.

Supply Chains Using Mobile Phones In this case the data flow is bidirectional.
Pharmacists use a Java-based application for feature phones that sends sale and stock count
information to the central server. The server processes this data and broadcasts resultant
information to all users of the system via SMS. Further, the list of materials at each health
center is pulled from a central server. The authors of the tool took care to degrade gracefully

in the case of poor connectivity, but the flow of data in the deployment is still bidirectional.
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Chimpanzee Monitoring Data collected by rangers is stored locally. It can be reviewed
and revised until it is pushed to the central server. No data is ever sent from the server to
the device. Further, this deployment is a replacement for paper-based data collection. All

of these characteristics indicate that it employs a unidirectional data flow.

Aid Distribution Beneficiary information is entered on mobile devices in a digital form.
Screening takes place on four mobile devices. During distribution, beneficiaries must be able
to be processed on any device, not just the device that screened them. This indicates that

data must be shared between devices, indicating that the data flow is bidirectional.

5.3.2  User Interface

Mobile deployments can be described in terms of two distinct modes defining their users’
interactions: form-based and non-form-based. The distinction between these modes is mo-
tivated by two factors. First, form-based data entry is extremely common in low-resource
deployments [36]. Second, a large number of tools exist that facilitate form-based data col-
lection on mobile devices. Many are designed specifically to be leveraged by lightly technical
users. This host of data-entry applications includes Google forms, CyberTracker [4], Red
Cap [44], Open Data Kit (ODK) Collect [45], ODK Survey [10], Pendragon Forms, Magpi,
CommCare, and many others.

One hallmark of form-based tools is that deployment architects do not normally need
sophisticated control over the presentation layer of form-based data entry: presenting a piece
of text indicating what data should be entered is usually sufficient. In a form-based UI, a user
is making changes to the database by stepping through a series of questions, potentially with
branching based on responses. Non-form-based Uls do not have as clearly defined workflow.
Almost all mobile applications produced by highly technical organizations and aimed at
high-resource settings (e.g. email apps, to-do lists, calendars, and chat clients) do not use
a form-based workflow. This stands opposed to the applications used by organizations in

low-resource settings, where workers are often employed to collect data using mobile phones.
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Any workflow can be viewed through these two modes, but they have increased relevance
in low-resource settings. Which of these modes is appropriate and necessary for a given
deployment can define immediately the types of interactions users will have with mobile
devices. Understanding and describing a deployment can be greatly simplified if deployment
architects identify early if they can model their deployment’s user interface using a form-
based workflow. In general, the more a deployment can be forced to follow a form-based
workflow, the easier it will be to manage by local organizations with tools that have a

relatively low barrier to entry.

Longitudinal HIV Study The HIV study employs a predominantly form-based user
interface. Forms were designed for screening participants and for a number of follow up visits.
A lightweight non-form-based skin was designed to present a list of existing participants, but

the vast majority of enumerators’ time is spent completing digital forms.

Tuberculosis Test Results Here again the user interface is predominantly form-based.
Pendragon Forms was used to create forms mimicking the data collected on paper ledgers
and transcribed on PDAs. A non-form-based component was used to perform data quality

checks on the server, but enumerators spent most of their time completing digital forms.

Supply Chains Using Mobile Phones Pharmacists in the supply chain deployment
used a custom-built Java app for feature phones. The bulletin board aggregating results

from pharmacists was written as a web page. Thus the user interface was non-form-based.

Chimpanzee Monitoring Although the JGI was replicating paper-based data collection,
the tablet-based app did not follow a standard digital form workflow. Unlike in conventional
forms, the JGI had strict requirements for the presentation layer: it must be tabular, show
previously entered data to allow visual auditing, and data entry must employ stylized icons

rather than text. This workflow was non-form-based.
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Aid Distribution Both screening and distribution phases took place using digital forms,

making this a form-based user interface.

5.8.83  Connectivity Mode

Mobile deployments can follow one of two connectivity models: connected and disconnected.
A disconnected model is one where full functionality is capable without connecting to a
central server. In this model, workers would be able to go into the field for periods of time
and use a mobile tool without degraded quality. For example, data enumerators might leave
the city for several weeks at a time collecting data about the state of a country’s refrigeration
infrastructure at its health centers. When they return they submit their information to their
supervisor. The tasks they were expected to perform were not dependent on a reliable
connection to the internet or to their superior via a telephone.

Connected operation, on the other hand, requires a connection to achieve the full func-
tionality of an application. Mobile deployments in low-resource environments can adopt
either model: organizations might have an enumerator in the field without connection or a

researcher working at a large hospital with a strong WiF'i connection.

Longitudinal HIV Study Many of the participants in the HIV study are expected to
be contacted in the field without internet connectivity. The mobile app was designed to
work entirely offline, with forms created using ODK Collect. Collect permits data entry
offline, storing data locally until it is uploaded when internet connectivity becomes available.
Enumerators thus were able to use the app’s full functionality without an internet connection,

making this a disconnected connectivity model.

Tuberculosis Test Results Data was entered on PDAs using Pendragon Forms. This did
not require connectivity until data was uploaded at a central office. This is a disconnected

model, as full functionality did not require a connection.
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Supply Chains Using Mobile Phones The authors of the supply chain intervention
took great care to ensure that their mobile devices would accommodate a disconnected
connectivity model. After an initial download, data is persisted locally. Service degrades
gracefully, defaulting to SMS data transfer if an internet connection is not available, and

allowing full offline entry if neither SMS or data is available.

Chimpanzee Monitoring The mobile tool for the JGI was designed from the outset to
embrace a disconnected connectivity model. Data can be collected entirely offline and only

requires an internet connection to send data to a server.

Aid Distribution The aid distribution deployment requires a connected connectivity
model. Distribution cannot follow screening without first aggregating all the data centrally,
pairing beneficiaries with a debit card, and downloading this new information to all the
devices. Further, without a connection workers cannot prevent double distribution—a ben-

eficiary might visit two distribution stations.

5.83.4  Edit Model

Data edits within a deployment can also be characterized as non-transactional or transac-
tional. Transactional data is data where edits are dependent on one another. The order
of edits matter and are conceived of as a unit. Non-transactional data is data where the
order does not matter and edits are independent of each other. For example, records of
medical visits are non-transactional. Each record refers to a separate visit. Reports may be
submitted out of order and remain coherent. Transactional data, meanwhile, places stricter
requirements on ordering. An example is financial data, where a sequence of withdrawals
and deposits must be ordered to ensure that the balance is sufficient to address subsequent

requests.
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Longitudinal HIV Study The HIV study treats data entry as a sequence of reports. The
six month follow up is not dependent on the six week follow up. This is a non-transactional

edit model.

Tuberculosis Test Results Again each collected data point is isolated and independent

of the others, making this a non-transactional edit model.

Supply Chains Using Mobile Phones In this case data collected from pharmacists
consists of stock counts and stock disbursements. This data is only useful if ordered. If all
stock disbursements were sent two days late, the functionality of the bulletin board system
would be severely impacted. Consequently this deployment requires a transactional edit

model.

Chimpanzee Monitoring Data is collected about each time point and is independent of

the others, making this a non-transactional edit model.

Aid Distribution A cagey beneficiary might try and cheat the system by visiting two
distribution systems in order to receive double aid disbursement. This implies that ordering
matters and edits are not independent of each other, making this a transactional edit

model.

5.8.5 Server Requirements

Broadly speaking, the server requirements for a mobile deployment can be bucket-based or
processed. Bucket-based servers are the simplest, acting as receptacles or sources for data.
Processed servers are everything else. This distinction is purposefully broad, as the moment
a server stops being bucket-based it becomes significantly more complicated. Bucket-based
servers are those where all form data is submitted to a single location or pulled from a single

location. Processed servers might serialize data for consumption or analyze data and perform
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notifications. Bucket-based server workflows can be replicated with a wide variety of tools,

while processed servers require more customization and configuration.

Longitudinal HIV Study This is a classic bucket-based server configuration. Data
from each form is sent to a table on a server. No processing is required. The forms are
written using ODK Collect and the bucket-based workflow is facilitated by ODK Aggregate,

which serves as a bucket for form data.

Tuberculosis Test Results This deployment uses Pendragon Forms to send data to an
Oracle database. A module was added to the backend that supported validation of submitted

data, highlighting errors in red. This represents a processed server requirement.

Supply Chains Using Mobile Phones The server in this deployment performs a number
of tasks. It supports bidirectional data flow of JSON data to the Java feature phone applica-
tion, it synthesizes data and presents it on a helpful bulletin board, and it sends broadcasts
to registered users of critical events. This represents a high degree of customization and

configuration and demonstrates what can be accomplished with a processed server.

Chimpanzee Monitoring Data is collected locally and sent to the server. Nothing is

required of the server beyond being a receptacle for data, making it bucket-based.

Aid Distribution Screening and distribution data is entered using a digital form and

submitted using a bucket-based server configuration.

5.4 Discussion

The power of the DUCES framework is twofold. First, it provides a schema by which to
understand the requirements of a mobile deployment. Second, it provides a means by which

to simplify a deployment.
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5.4.1 Understanding

DUCES permits deep insight into the requirements of mobile deployments in low-resource
settings. With appropriately scoped requirements, solutions can be created by leveraging
existing technology. With sufficient technical knowledge and resources, custom-built solu-
tions can be created to meet any set of requirements. Electronic medical record systems have
been deployed successfully on custom technology using commercial-quality servers and cus-
tom work stations in Haiti for thousands of patients [61]. Touchscreen PCs running custom
software have been used in Malawi to improve point of care treatment and provide immediate
reporting to doctors in the field [29]. These are testaments to the potentially transformative
power of technology, but unfortunately such technical feats are not available to a number of

organizations with fewer resources.

A crucial observation is that the axes of design underpinning DUCES do not exist in
isolation. A bidirectional data flow might affect server requirements, for instance, perhaps
necessitating a processed configuration. The supply chain case study used bidirectional
data flow to send lists of items and alerts to mobile phones. Consequently they required
a processed server to synthesize data and generate alerts as well as to present a list of
items to mobile phones in a specialized format (JSON). Unfortunately, however, there are
no hard and fast rules when reasoning about the impacts of architectural decisions. The aid
distribution case study, for example, similarly uses a bidirectional data flow but manages
to use a bucket-based server. This seeming contradiction is one example of why it can be

difficult for organizations to hone their intuitions surrounding technology requirements.

Why the discrepancy? In short, the supply chain case study required logic on the server
that would create events and broadcast them to registered devices. It also needed to expose
data using a custom format—JSON-—that could be consumed by devices. The aid distribu-
tion study, meanwhile, was implemented using ODK Survey and Aggregate, which supports
an out-of-the-box bucket-based server for producing and consuming data. This is difficult to

recognize prima facie without extensive knowledge of the capabilities of the tools being used
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to implement the study. For deployment architects without a strong technical background,
this will be an especially difficult conclusion to draw.

Instead, DUCES claims that the most easily satisfied configuration is unidirectional,
form-based, connected, non-transactional, and bucket-based. If a set of requirements
can be modeled using this configuration, it will be more likely to be managed successfully
without outside technical resources. Deviations from this model will create additional dimen-
sions and edge cases that will complicate the deployment and potentially require technical
assistance.

For example, consider trying to support transactional data using a disconnected workflow.
In the aid distribution scenario, the edit model is transactional. This is necessary as it
is important that aid is not distributed twice to the same beneficiary. If errors cannot
be tolerated, this requires a connected connectivity model. This is a familiar problem in
distributed systems, as it is essentially an extension of the CAP theorem [35]. The CAP
theorem states that a system cannot be partition tolerant, available, and provide a consistent
view of the data simultaneously. In the context of the aid distribution case study, no worker
would be able to become disconnected (essentially partitioning the network) while the other
users are able to maintain a consistent view of the data (not double distributing) but not
have to wait for all users to reconnect. This highlights a fundamental tension between a
transactional edit model and disconnected workflows. The supply chain case study was able
to use both transactional data and a disconnected workflow by adding processing logic to their
server and, in the worst case, simply tolerating late data that was no longer actionable. This
was acceptable in their deployment and was a necessary concession to support disconnected
operation.

DUCES also provides insight into why mobile deployments in low-resource settings are
fundamentally challenging. The simplest configuration can be at odds with the realities of
the environment. It is common for many deployments to require disconnected operation,
for instance, because they occur in regions without reliable data connectivity. As we have

seen, this complicates the handling of transactional data but is simply unavoidable in some
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settings. To take another example, the chimpanzee monitoring study required a non-form-
based workflow to be effective. The JGI had previously tried to encode the workflow using
traditional form-based building tools without success. In the end they required a custom

solution that could support their non-form-based workflow.

5.4.2  Simplification

DUCES can also be used to guide the simplification of mobile deployments. It posits that
deviations from the simplest configuration of unidirectional, form-based, connected,
non-transactional, and bucket-based will invite technical complications that may be
insurmountable without the aid of a developer.

For example, bidirectional data flow is more difficult to support than unidirectional data
flow. If a bidirectional data flow requirement can be loosened to a unidirectional data
flow, this will have positive ramifications for the sustainability of the deployment. In many
cases it is easier to alter the requirements of a deployment than to devise a sophisticated
technological solution that will add complexity and hurt sustainability. We now discuss the

five case studies in the context of simplification using the DUCES framework.

Longitudinal HIV Study This study has been running successfully for over three years
in a hospital in Kenya. The researchers first requested a bidirectional data flow and a
processed server model. Five to ten phones were to be shared between enumerators and used
to screen participants and perform follow up interviews. The researchers had previously seen
enumerators make errors typing subject identifiers, making it difficult to perform post-hoc
analysis. They reasoned that bidirectional data flow would allow all participant records to
exist on all phones. Whenever a participant was contacted for follow up, enumerators would
not have to re-type the identifier, reducing the likelihood of errors.

However, supporting bidirectional data flow would complicate requirements. First, the
server would have to support presenting captured data in a machine-consumable way, similar

to how the supply chain example provided JSON. Second, it might require authentication
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and access control to prevent the collected HIV data from being visible to non-study devices.
Third, enumerators would have required a stable internet connection at headquarters before
leaving for the field. If a connection issue interrupted the bidirectional data flow, the flow
might be interrupted.

Instead, the study designers were able to refine their study procedures to work within
the confines of a unidirectional data flow. Enumerators were made responsible for the same
cohort of patients and assigned specific devices rather than a shared device. This greatly
increased the likelihood that a participant would already be present on the device without
requiring bidirectional data flow. However, participants might still be seen for follow up
interviews on devices that were not used to screen them. This might occur if the screening
device was lost or stolen or if they were visited by a new enumerator for logistical reasons.
To accommodate this eventuality, the follow up workflow was modified to allow entering an
existing patient identifier. This was not completely in-line with the original requests of the
researchers, as they requested that the identifier not be entered manually more than once,
but with the advent of individually assigned devices the likelihood of a manually entered
identifier was less common and was deemed acceptable.

A processed server was desired to calculate when participants were due for follow up visits.
This information would be generated each morning and provided to study coordinators.
Automating this task would not be complicated for a computer scientist, but the smooth
operation of the study would depend on this task functioning without interruption. This
might prove difficult without a technical staff capable of supporting the server. Instead, the
researchers directed study staff to manually review the data on the bucket-based server and
generate a list of follow up participants each day by hand. This might seem less than elegant
to a computer scientist, but it is much more sustainable with local talent.

In this way a bidirectional, processed workflow was transformed and simplified to use a
unidirectional, bucket-based workflow. These simplifications are a large part of the reason
that the study has remained in successful operation with limited involvement from outside

technical staff for over two years.
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Tuberculosis Test Results The authors were not involved in this deployment, so DUCES
will be used to describe how the deployment might have been further simplified from its
current incarnation rather than how it was simplified in practice. The configuration was
almost an ideal DUCES configuration, being unidirectional, form-based, disconnected, and
non-transactional. The server, however, was processed, performing validation logic and dis-
playing it as a web page. This required adding a module to an Oracle backend managed by
an NGO [5].

Although the authors do not state it, this likely required a developer with the technical
ability to create a web page and encode validation logic. This processed server requirement
may have been able to yield to an unprocessed server if server-side validation was not au-
tomated. Instead, data could have been exported to a format like comma-separated values
(CSV) that can be consumed by a number of programs. At that point it could be manu-
ally validated by a staff member, or validation logic could be encoded in a Microsoft Excel
worksheet rather than a web page. This would slow the cycle of validation but would not
require web programming skills. Alternatively, validation logic is supported by a number of
form-based data entry tools. The researchers could instead have performed validation upon
data entry rather than during server auditing. Both of these solutions would yield a near

optimal configuration under the DUCES framework.

Supply Chains Using Mobile Phones This deployment serves as a testament to the
rich functionality that can be achieved using custom solutions. A custom Java application
for feature phones communicated with a custom processed server capable of performing
analysis and broadcasting alerts to users. Here again the authors were not involved with the
deployment, so application of the DUCES framework will be aim to demonstrate how an
organization with less technical resources might try to replicate the success of this workflow.

First, the non-form-based workflow for feature phones could be replaced by a form-based
data entry tool for smart phones. As discussed in Section [5.3.2] a number of form-based

data entry tools have been designed to support use by non-programmers.
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The processed server model is crucial to this deployment. The authors of the study argue
that consumers of the information submitted by the mobile devices are too busy to synthesize
the reports without automation. This domain knowledge suggests that simply converting to
a bucket-based server model is inappropriate. The authors also note explicitly that their edit
model is transactional and that their mobile application functions offline. It is informative
to look at how they circumvent the requirement put forth in Section that transactional
workflows require connectivity.

The answer is twofold. First, they apply server-side processing to deduplicate and pro-
cess errors that are created as a result of network errors. Second, although their data is
transactional, they are able to tolerate errors. In terms of the CAP theorem, they are able
to tolerate a loss in consistency as long as the system remains available during periods of no
data connectivity. The ramifications for the deployment are that events might not be shown
on their web-based bulletin board in real-time. A stock out might be reported late, but this

is likely uncommon and is thus deemed acceptable.

Chimpanzee Monitoring The chimpanzee monitoring case study attains a near-optimal
DUCES configuration. It fails by being non-form-based and disconnected. In reality the
only simplification that might be afforded by a connected model would be that a wider
variety of tools could be used to implement the framework. This would thus accommodate
a wider range of user interface components and backends, including potentially a web-based
application. Practical implications of this change are low due to the fact that the data is
non-transactional and thus ordering is not significant.

Arriving at this configuration was straight-forward, as the JGI was seeking to replace an
existing paper workflow. It is important to note that the non-form-based workflow necessi-
tated the involvement of the assistance of developers, which is an added technical burden.
The JGI has extensive experience creating form-based workflows, but the creation of a non-
form-based workflow requires an additional skill set. In this case the DUCES framework did

not simplify the deployment, but it did clearly delineate where external resources would be
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required.

Aid Distribution The aid distribution case study was bidirectional, form-based, con-
nected, transactional, and bucket-based. In the HIV case study, the bidirectional data
requirement was able to be eliminated by having participants ideally interact with only
a single device, obviating the need to share data between multiple devices. This was not
possible in the aid distribution case study, as the nature of the distribution environment
required that beneficiaries not be confined to an individual device. With this requirement,
tools immediately had to be chosen that could support bidirectional data flow. This elim-
inated some possibilities like Pendragon Forms, Magpi, and ODK Collect, which support

only unidirectional data flows.

A connected connectivity model was required to accommodate the transactional nature
of the data. In this case, if connectivity was lost, workers might see an inconsistent view
of the data. In other words, a beneficiary may have received aid from one disconnected
distribution station and then received aid from a second station that was not aware aid had
already been distributed. To prevent this, the system required a connected model. This
would in turn require that whatever tools were used to implement the deployment support
an online, connected workflow. However, this requirement was able to be circumvented by

the real-world details of the aid distribution.

In this case the aid itself was a debit card that had been uniquely assigned to each ben-
eficiary. Once distributed, it could not be distributed again, preventing double distribution.
This relaxes the requirement slightly, although at the cost of masking errors during distri-
bution. Coordinators would know a card was missing, but they would not know if it had
already been given to the correct recipient or had simply been lost or misplaced. Further,
this approach would not accommodate distribution of goods that were not uniquely paired

to beneficiaries.
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5.5 Conclusion

Mobile devices are increasingly integrated into the workflows of organizations working in
low-resource settings. We have presented the DUCES framework as a means to elucidate the
requirements of data-focused mobile deployments. We have described five case studies with
varying aims and requirements and discussed how they can be evaluated under the DUCES
framework, permitting both a meaningful understanding of requirements and guiding sim-
plifying assumptions. Using this framework, deployment architects can start to identify
what requirements will add significant complexity. This in turn facilitates the selection of
technologies. If a deployment requires bidirectional data flow and that requirement can-
not be loosened, technologies that do not support bidirectional data flow can be discounted

immediately.

It is important to note that the DUCES framework is not simply an attempt at formalizing
a series of known tradeoffs in system design. For example, encrypting data can result in
decreased usability while increasing data security. DUCES instead provides a mental scaffold
by which a single set of requirements can be described and satisfied in a number of different
ways. A processed server might require a custom-built solution with a custom database and
a suite of scripts running every night. It instead might be transformed into a bucket-based
server by having an administrator copy relevant rows between data sinks and data sources.
This would seem an ugly solution to a computer scientist that prefers to automate all tasks.
However, it would elegantly allow a lightly skilled deployment architect to compose simple
tools in a powerful way that meets the needs of their deployment while remaining comfortably

within their skill set.

Some things will always remain difficult in mobile deployments conducted by organiza-
tions and groups with limited resources. Transferring data between backends is a prime
example. Inputting data collected into another system will always be difficult. No choice
of tools will completely allay this difficulty unless a programmer has already taken the time

to create a method by which data can be exported in a form consumable by the tool in
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question. Organizations are better off recognizing that this will require technical expertise
than they are limiting their technological solutions to one that will be compatible with their
current target repository out of the box.

The DUCES framework provides a useful set of considerations for architects of mobile
deployments and data-based workflows. The framework can be applied to all systems, but it
is most effective when considered by deployment architects operating in low-resource settings.
In these environments DUCES can be used to re-imagine requirements in ways that will make
mobile workflows easier to deploy and maintain. The DUCES framework is a valuable tool
that organizations in low-resource settings can use to characterize and simplify their data-

focused mobile deployments.
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Chapter 6
CONCLUSION

This dissertation has shown that technology can be built for the developing world using
existing infrastructure. It has presented two tools that rely on devices already present in the
technological landscape to enhance workflows. With tools like these available, the question
then becomes how to deploy them effectively. The DUCES model for discovering and re-
ducing complexity in mobile workflows addresses this by providing a scaffold to understand
technological requirements. An approach that focuses on existing workflows rather than cre-
ating new ones may be ill-advised if the requirements of developing world deployments are
fundamentally different than those in the developed world. However, the security study of
Open Data Kit (ODK) deployments shows that, at least in some ways, many of these chal-
lenges are shared in developed settings. Taken together, these projects have demonstrated
that targeting existing infrastructure is a powerful approach to Information and Communi-

cation Technologies for Development (ICTD).

6.1 Benefits of Existing Infrastructure

Targeting existing infrastructure has several ancillary benefits. While my work did not
characterize these benefits explicitly, I believe they are relevant and bear repeating.

First, targeting existing infrastructure leads to greater deployability. Projects built for
what already exists, or for what can exist with modest modifications, are more field-ready
than projects that require specialized hardware to be deployed. This in turn can lead to
faster adoption and more immediate impact.

Second, this approach is more likely than not align with autonomous local processes. This
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is advantageous because it is more likely to augment rather than dominate local practices.
Existing infrastructure is by its nature infrastructure that someone in the field has already
deemed important. Rather than convince a rural community that they need mobile phones,
targeting existing technology has an opportunity to be in line with trends underway on the
ground. This is not always the case, and infrastructure could still be the product of a flawed
government plan to force laptops or cell towers onto people that do not want them. As a
general rule, however, I believe that targeting existing infrastructure is more likely than not
to align with local interests.

Finally, targeting existing infrastructure minimizes guessing on the part of implementers.
The value of local context is well known in ICTD, and participatory design has emerged
as a prominent force in the field [6]. Although a valuable approach, it strikes me that the
logical conclusion of these hyper-local arguments is that it would be better for implementers
in the developed world to mind their own business. However, it is a resource-rich individual
that can afford to leave their home in Seattle, embed in a local village for eight months, and
design a system with the input of the village council. Of course this is a valuable approach,
but it should not be the only valid approach. Rather than recognize that they cannot fully
understand another’s context and thus not bother trying, implementers might treat existing
infrastructure as a piece of the picture on the ground and build for it. Not every project
will be useful, but innovations and insight can occur that then can be applied by others,

including locals themselves, that leverage these discoveries.
6.2 Deployments in ICTD Research

Siskin discusses an implementation and prototype, evaluating the technology in a laboratory
setting. DUCES and the discussion of security focus on the experience of users in the
field. Tables takes a hybrid approach, including a presentation of a technology as well as
deployment experiences. Deployment experiences are a key component of many Information
and Communication Technologies for Development (ICTD) papers. This is a strength when

it leads to insight into an issue that cannot be uncovered without going to the field. However,
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it is easy for a project to be legitimized as a valuable research contribution by including a
deployment, even if the deployment was not crucial to the underlying insight. In turn,
researchers end up devoting time to deployments, frequently sacrificing technical insights or
foregoing ideas for which they do not have deployment partners.

I would like to use this space to discuss the role deployments play in ICTD. These
arguments are based on experiences with my own work, where I have seen both the value and
the facade of deployments in ICTD research projects. Ultimately I believe that papers with
and without deployment components should be considered separately, rather than compared
to one another. As I argue below, this will lead to faster iteration, a wider array of projects

in ICTD, and be better for the field.

6.2.1 Misplaced Emphasis on Deployments

ICTD is an unusual field. It is a bit of a catch-all, and a paper is as likely to be by a social
scientist as by a computer scientist. Being multidisciplinary invites different perspectives
and can be a great boon to a field. It can also lead to muddled purpose and expectations.

One way this manifests itself is by putting a premium on real-world deployments. Pro-
ponents of deployments make the case that their value comes from the fact that ICTD is
motivated by the desire to impact development. Without seeing the effects of the technol-
ogy in the real world, invaluable context will inevitably be lost, limiting the value of the
work. A side effect of this line of thinking is that deployments themselves begin to take on
value, and deployments are done for their own sake rather than to appreciate context or
validate an approach. Even if the technical contribution of a project is minimal, if it was
a successful deployment—e.g. prominent partner organizations, a large number of users, or
as a business—the deployment box is checked and the work has a decent chance of being
published.

On its face this is not necessarily a bad thing. There is absolutely a place for deployment-
based research projects. Some insights, like those that are the focus of Human Computer

Interaction (HCI) studies, rightly depend on context. In other cases, however, the drive to
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deploy can create situations that are not ideal. In the worst case, it gives rise to a perfect
mismatch of expectations between implementers and field partners. For example, in my
own work I have frequently partnered with global health researchers. These practitioners
are typically not technology experts, but their work increasingly depends on technology
deployments. As a computer science researcher in ICTD, I feel the obligation to deploy my
tools in the field in order to publish. On its surface, this might seem like a match made in
heaven—I need field partners, while the researchers need technical expertise.

In my experience, however, our requirements are exactly at odds with one another. The
researchers need something reliable and foolproof, while what I have to offer is a prototype.
Prototypes by their very nature are not reliable and foolproof. As a researcher I should not
be obligated to productize every project, package it and ship it. I believe that as a research
project, a prototype can have value even if it never sees the field.

What is more, say that a paper contains a section with a field deployment. Does that
say anything about the maturity of the project or the validity of the idea? I argue that it
does not. It shows that the researcher chose a good field partner, or that the researcher is a
capable marketer, but it says nothing about the value of the research itself. A good project
might have a good deployment, but the presence of a deployment component is a very poor
indicator of a good project. This is similar to the problem referred to as “pilotitis” [81].
Paraphrasing the sociologist Peter Henry Rossi, “there is a big difference between running
a program on a small scale with highly skilled and very devoted personnel and running a
program with the lesser skilled and less devoted personnel that [a larger deployment] will
have at its disposal” [73]. The same is true of ICTD research. People treat deployments as
if they are indicators of maturity or of the success of future, larger efforts. In my experience,
this is not the case. Scaling up invites a host of technical and personnel problems that cannot
be modeled in a deployment.

Looking at it another way, what does it mean for a deployment to be a failure? Something
can be gleaned even from the most beleaguered deployments, but that does not mean that

the deployment adds value. If a project has a promising prototype and conducts a field
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deployment, that paper has a good chance of being published, regardless of the findings of
the deployment. If partners fall through, a paragraph is added speaking to the complexities
of navigating unfamiliar power structures. If users struggle to understand a picture-based
user interface, the authors opine about the value of local languages that are under-served by
font providers and mobile phones, or education systems that do not lead to literacy. These
results can no longer be claimed as findings. As a discipline we are well aware of these issues,

and they are familiar to anyone who has spent time in the field.

6.2.2  Recapturing the Value of Deployments

None of this is to say that deployments are worthless. Certainly the context that arises
from a field deployment can yield crucial insight, even beyond the perfunctory observations
present in every field study—Ilocal context is important, the social element is a crucial part
of a technology, sustainability is challenging, etc. However, I think that ICTD papers should
be required to explicitly indicate whether or not they include a deployment component.
Those that do should not be compared to those that do not. Anyone that has been involved
with a deployment recognizes the herculean amount of work suggested by a six month field
study with 200 users that began with user-centered design to identify and address a problem.
However, that work should not be compared to a paper that explores a technical concept
but that does not rise to the level of deployment. Not every research idea is appropriate to
be deployed, but that does not mean it is not worthy of publication.

I believe that ICTD publications would become more impactful, more diverse, and invite
more iteration, if deployments were not expected. Deployment papers should be considered
separately from those evaluated solely in a laboratory setting. Inclusion of perfunctory
findings would be reduced, the rate of iteration would increase, and more interesting work
would be possible.

A natural response to this criticism is to point at other areas of computer science where
deployment papers can be considered a gold standard. For example, Google’s publications

on Map Reduce, Big Table, and the Chubby locking system have had a profound impact on
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both industry and research [26] |13, [11]. Papers on Amazon’s DynamoDB and Facebook’s
Cassandra have served as validation of techniques for making scalable database systems, and
those techniques are now canonical |27, 58]. Such papers would not have had such an impact
were it not for the deployment components. Deployment in these cases took the idea and
proved that it works in practice.

Proponents of deployments in ICTD believe in the power of validation. The problem
with this line of reasoning is that an academic deployment is fundamentally different from
a production-scale integration of a tool into the workflows of some of the most technically
sophisticated companies in the world. Knowing that an approach is sufficient for Google’s
needs means more than knowing that I was able to deploy a mobile application for three
weeks with a group of friendly researchers in the field. The similarities exist in name only.

By not emphasizing the value of deployments, it is possible that projects will lose touch
with the communities they aim to serve, or that it will become impossible to judge the
maturity of an idea or an implementation. These are valid concerns, but both can be
addressed.

First, consider the issue of losing touch with context on the ground. Local context is
impossible to replicate in a lab. However, my proposed solution does not eliminate deploy-
ment papers. Instead it tries to separate deployment and non-deployment papers as different
classes of work. A deployment paper has merit even if the technical idea behind it is not
novel. By considering both classes of work alongside each other, venues and program com-
mittees are limiting the amount of technical innovation that can occur. This is a loss for the
field and a loss for development, as it prevents researchers from publishing discoveries that
do not lend themselves to field deployments.

Second, without deployments how will technical maturity be evaluated? My primary
response to this argument is that in reality a field deployment proves next to nothing about
technical maturity. I am aware of numerous ICTD academic projects that worked only in
the hands of their implementers. Outside sources would have had an extremely difficult time

cobbling together a similar deployment. My own Tables deployments would be difficult to



127

replicate by someone that did not write the code, as I did not create documentation for
every step of the process and the project has continued to evolve. This does not undermine
the value of the work. More convincing than the field deployment is the fact that all of
the code I used to generate the project is free and open source, posted and available online.
Computer scientists are fortunate that their work can be published so easily. Biologists are
not able to make cell lines or reagents online and replicable by any that wish to see their
work. In lieu of a deployment, reviewers should expect the code, experimental set up, and
data to be available online. As a community we should be able to expect projects to build

and experiments to be rigorously documented.

I believe this change would be a boon for the field. Innovations would not be limited by
the need for deployments, and technical rigor would increase. Researchers that do not benefit
from strong partners would not be relegated to secondary publication venues. Projects that
are both technically rigorous and feature deployments would retain their position at the
forefront of the field. In the long run, separating these two classes of work would enrich the

research conducted within the discipline of ICTD.

6.3 Final Remarks

Technology can be designed for the developing world by targeting existing infrastructure.
I have shown how this can be accomplished using new technologies and by understanding
the technological requirements of workflows. Additionally, by interacting with people using
technology in the developing world, I have shown that, at least in some ways, problems in
the developing world do not present a fundamentally new class of problems to those in the
developed world. Targeting existing infrastructure provides researchers and implementers
with an approach that respects local context and acknowledges realities on the ground.
Leveraging existing infrastructure is a valuable way forward for ICTD that will lead to

deployable innovations while continuing to help those who need it most.
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